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The human visual system recognizes objects and their constituent
parts rapidly and with high accuracy. Standard models of recog-
nition by the visual cortex use feed-forward processing, in which
an object’s parts are detected before the complete object. How-
ever, parts are often ambiguous on their own and require the prior
detection and localization of the entire object. We show how a
cortical-like hierarchy obtains recognition and localization of ob-
jects and parts at multiple levels nearly simultaneously by a single
feed-forward sweep from low to high levels of the hierarchy,
followed by a feedback sweep from high- to low-level areas.

computer vision � object recognition � parts interpretation �
cortical hierarchy � feedback processing

In the course of visual object recognition, we quickly recognize
not only complete objects but also parts and subparts at

different levels of detail. Hierarchical models of the visual cortex
(1–3) typically perform recognition in a feed-forward manner in
which recognition proceeds from the detection of simple fea-
tures to more complex parts to the full object. However, the
recognition of local parts is often ambiguous and depends on the
object’s context (Fig. 1), which is not available during feed-
forward processing.

Psychological studies have also shown that the identification of
a global shape and its local components proceed at similar
speeds. Depending on the configuration, the global shape can
either precede or follow the recognition of its local parts, and
both contribute to final recognition (4, 5). Event-related poten-
tial (ERP) (6) and magnetoencephalography (MEG) (7) record-
ings have shown fast responses to both objects and parts, and
physiological studies found that shape selectivity at different
cortical levels emerges quickly and can sometimes further in-
crease over a short time interval (8–11).

We show below how objects and their multilevel components
can be detected by the cortical hierarchy efficiently and almost
simultaneously, even when the local parts on their own are highly
ambiguous. Unlike feed-forward models, the basic computation
is a particular bottom-up (BU) top-down (TD) cycle. Feed-
forward recognition was shown in past modeling to produce fast
effective top-level recognition. However, we show that even
when correct recognition is obtained by the BU pass, frequent
errors occur at the parts level. A single TD pass is sufficient to
correct almost all errors made during the BU pass, and the full
cycle obtains not only object recognition but a detailed inter-
pretation of the entire figure at multiple levels of details. We first
describe below the computational model used for object and part
recognition and then report testing results on natural images.

Bidirectional Hierarchical Model. In this section, we consider the
problem of detecting an object C together with a set P of parts
Pi of different sizes and locations, such as a face together with
eyes, nose, mouth, eyebrow, nostril, upper lip, etc. The compu-
tation is performed in a hierarchical network similar to previous
cortical models (2, 3). The input to the visual process consists of
the detection of a set F of low-level features Fi (such as simple
and complex receptive fields); all other processing stages are
derived from these measurements. If a part Pi can be present in

one of n different image locations, we consider it below as a
variable with n � 1 possible values: Pi � 0 means that the part
is not present in the image, Pi � j means that Pi is present at
location j. The full-recognition problem can be described as
inferring the most likely values of C and all of the parts Pi from
F. This can be expressed as finding values for C (the class) and
P (the set of all parts) to maximize the probability p(C, P F):

C, P � argmax p�C , P �F� . [1]

For the simulations and testing, features hierarchies for several
object categories were extracted automatically from image ex-
amples. The part hierarchy used for the current bidirectional
interpretation is extracted by the same process described in the
past for feed-forward classification (refs. 12 and 13; similar parts
used in ref. 14). In this process, object parts were first extracted
from image examples by identifying common subregions with
high information content (12). The same process was repeated
to produce a hierarchy of informative parts and subparts (13).
The hierarchy construction is described in Methods [and in
Hierarchies in supporting information (SI) Appendix]. Examples
of hierarchies obtained in this manner are illustrated in Fig. 2.

For a given feature hierarchy, we next approximate the
probability p(C, P, F) above using a factorization into local terms
(Methods and Part Model in SI Appendix):

p�C, P, F� � �p�C�p�Pi�P̃i�p�Fk�Pk�. [2]

Equivalently, for p� � log p, as used in neural modeling (15):

p��C, P, F� � p��C� � � p��Pi�P̃i� � � p��Fk�Pk�. [3]

The Pi are parts in the hierarchy, P̃i is the parent of the part Pi

(i.e., Pi is a subpart of P̃i), and Fk are the input features (Fig. 2).
Formally, this decomposition assumes that the nondescendents
of a part Pi (all nodes other than its parent P̃i or descendents) are
conditionally independent of Pi given P̃i. Intuitively, it makes a
‘‘local context’’ assumption, namely, that the information about
a part is captured by the subtree under the part together with the
context supplied by the parent node.

The parameters needed for the computation: p(C), p(Pi�P̃i),
p(Fk�Pk), are only single and pairwise probabilities that can be
readily learned from observed frequencies in the training data
and stored as synaptic strength in the network (15). Given a set
of observed features Fk, the hierarchy is then used to determine
the most likely assignment of the object and its parts at all levels.
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Recognizing Objects and Parts. Similar to a previous cortical model
(3), the computation can be viewed as alternating stages of
computing a maximal value and a summation. Unlike previous
models, which compute for each part Pi a single maximal
response, the current feed-forward stage finds a set of optimal
values for each part, one for every possible value of the higher-
level part (Methods and Classification and Part Detection in SI
Appendix). The final selection of optimal values for all of the
parts (Pi) is obtained only during the TD pass, by combining the

BU and TD signals. A part that was only weakly activated during
the BU pass can become activated by its selected parent, and
conversely, a strongly activated part can become inhibited. In this
manner, the TD pass explicitly identifies the components at all
levels that constitute the object recognized at the top level. The
full algorithm is a simplified version of the so-called Factor
Graph or GDL computation (Methods and Classification and
Part Detection in SI Appendix): This is a distributed process
composed of local, parallel computations that was shown to be

Fig. 1. Objects parts can be easily identified in the context of complete objects but become ambiguous on their own. Example images (Upper) and parts taken
from these and similar examples (Lower). Such images are interpreted correctly by the BU TD cycle.

Fig. 2. An object is represented by a feature hierarchy; pieces of the feature hierarchies, extracted automatically from example images, are shown for faces
(A), horses (B), and cars (C). The bottom layer contains the input features, which are detected in the image during recognition. Additional examples are in Fig.
3 in SI Appendix.
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highly efficient for inference and optimization in hierarchical
networks (16, 17). Possible implementations of such computa-
tions in neural models have been recently proposed (18–21).

Testing Results. Testings of the model compared the results of part
interpretation by standard feed-forward models of cortical pro-
cessing with the full BU–TD cycle. The goals were, first, to test
the capacity of the feed-forward model to detect and localize
parts: Feed-forward models were shown to produce good rec-
ognition at the object level (e.g., refs. 14 and 22), but their
capacity to detect and localize parts and subparts remained
unclear; second, to evaluate the improvements in part interpre-
tation obtained by a single additional TD pass. The testing
included the extraction of part hierarchies from natural images,
learning the network parameters, and applying the bidirectional
recognition process to test images. The results show that objects
together with all their parts at multiple levels were identified and
accurately localized by a single BU–TD cycle (Fig. 3 A and B),

although the parts were locally ambiguous and with high vari-
ability in their appearance (Fig. 3C). The bidirectional scheme
not only classifies the object but also identifies and localizes
multilevel parts. The set of all of the detected parts covers most
of the object area (Fig. 3D); taken together, they provide a
detailed interpretation of the entire figure at multiple levels of
detail. This illustrates the difference between feed-forward
classification and full-image interpretation obtained by the
BU–TD cycle.

The results show that the BU pass makes frequent errors at the
part levels that are corrected by the TD pass. To evaluate the
disagreement between the BU and TD phases, we compared the
detection of each feature E by the BU and TD passes. For the
BU detection, the part was detected by the subtree under E, with
the detection threshold set to minimize the overall detection
error. The two passes disagree if the part is detected by only one
of them or if the detected locations differed by �0.1 object size.
The average disagreement rate in class images was 20.8%,

Fig. 3. (Figure continues on the opposite page.)
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42.1%, and 47.7%, at levels 1, 2, and 3–4, respectively. In the
complementary set of nonclass images, object parts are often
erroneously detected by the BU pass, with average detection
probability 12.7%, 27.1%, and 30.8%, for parts at levels 1, 2, and
3–4, respectively. This was much higher than the TD pass
(0.99%, 1.1%, and 1.8%, respectively).

We next examined the correctness of part detection to eval-
uate the error frequencies made by the BU and TD passes.
Correctness of the BU–TD detection was verified for 12 parts in
the hierarchy (three from each of four levels) in 10 groups of 38
images each, by human judgment. On this subset, overall dis-
agreement was 23.2%. With rare exceptions (�0.1%), when the
TD and BU agreed, their assignment was correct; most disagree-
ments stemmed from BU errors that were corrected by the TD
pass. For 18.3% (SD 1.5) of the detected parts, the TD detection
was correct and BU incorrect, for 4.1% (SD 1.5), both were
incorrect, and for 0.8% (SD 0.9), the TD was incorrect and the
BU correct. Some parts had much higher BU error rates (�50%)
but were still corrected by the TD pass. BU error rates in parts
recognition also increase with increased noise, shadows, illumi-
nation changes, variability in the dataset, and more complex
background, but TD interpretation remains robust, and BU
errors are corrected effectively by the TD process (Fig. 4b in SI
Appendix).

Disagreement and error rates decrease on average at higher
levels because the false detection probability of the BU process
decreases with part complexity, reaching, at the top level, an

average error rate of 	3% (measured at the equal error rate
point) in the best reported results (22) and in the current model.
The BU pass is therefore often sufficient for top-level recogni-
tion (14, 22–25), but the detection of object parts is highly
unreliable without the use of disambiguating context. In con-
trast, correct and detailed interpretation covering the entire
object is obtained by the BU–TD cycle.

Discussion
The recognition and localization of parts is important for
perception and action, for example, grasping and manipulating
objects, reading an instrument, identifying facial expressions,
perceiving the pose of an animal, and the like. The current model
shows how the detection and localization of parts at multiple
levels are obtained with high accuracy and nearly simultaneously
by a BU followed by TD sweep in a cortical-like hierarchy.
Consistent with empirical observations, object recognition can
either precede or follow parts recognition, and both are recog-
nized within a BU–TD cycle. The two-pass model can account
for human’s ability to reliably recognize objects and parts, and
it is consistent with timing considerations, requiring that both
objects and parts be recognized quickly and at comparable
speeds. A similar process could also exploit scene context to
disambiguate objects in complex images.

We found in additional testing that adding lateral connections
between features in the hierarchy together with applying addi-
tional iterations can play a useful role (26), e.g., in discriminating

Fig. 3. Examples of parts detected by the BU TD cycle. (A) Detected locations of five example face-parts (hairline, right eye, left eyebrow, nose, chin); many
more parts were detected by the hierarchy. (B) Examples of three detected horse parts (head, back, leg). Each detected part is marked by a rectangle at the
detected location. (C) Collections of the same object parts (for face, horse, cars) detected in different images, showing the large variability in appearance. (D)
Full interpretation: Outline rectangles mark detected parts; the collection of detected parts densely covers the entire object image. Additional examples in Figs.
4, 5, and 6 in SI Appendix.
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between closely similar objects and allowing improved recogni-
tion and finer discrimination at the cost of additional processing
time. For example, to perform fine discrimination, it is often
useful to obtain basic-level categorization by the first BU–TD
cycle, and obtain a finer discrimination, based on additional
features by using a second cycle (27). However, most of the part
disambiguation is obtained already by the first cycle, and this can
explain how objects and parts are typically recognized at similar
speeds. It is likely that the use of highly informative features
contributes to this rapid disambiguation.

The reported results provide a lower bound on the disambig-
uation that can be obtained by the TD computation, under
timing constraints restricted to a single cycle. The fast disam-
biguation is consistent with physiology and ERP data, and is
probably crucial for natural vision. The single cycle is also often
sufficient to obtain recognition of objects and parts across
changes in viewing direction and illumination (28). More com-
plex aspects of scene interpretation that deal with multiple
objects and their configurations may require, however, more
than a single cycle.

In the testing above, computation was initialized by the BU
phase. The disambiguation can probably be accelerated and
refined by TD expectation, e.g., by activating the TD process
before the initiation of the BU phase, and by modifying some of
the lower-level representations in a task-dependent manner (29).
TD processing can also allocate visual attention to specific parts
in the image for further processing (30) after the initial cycle.

The feed-forward sweep in the current model is different from
standard cortical modeling (1–3) because it derives for each part
multiple competing alternatives with their relative likelihoods
rather than successively selecting the most likely choice at each
level. Each alternative is maximal over all possible assignments
of the subtree under the part, unlike the BU computation in
standard feed-forward models. Subsequently, the selection of
optimal values for all of the parts is obtained during the TD pass.
The maximal detection during the BU pass can be overruled by
the TD pass, and the results show that such switches happen
frequently. To allow correct detection by the TD pass, the BU
detection needs to represent competing alternatives not just the
optimal detection by BU criterion only.

Biologically, the structure and construction of the hierarchy
could be an extension of the comprehensive standard model or
similar models (2, 3, 14), with appropriate additions for bidi-
rectional processing.

Compared with past computational modeling, previous mod-
els have used part-based object recognition (31–33) and com-
bined BU with TD processing (18, 19, 34–36). However, past
models did not study or report results on part recognition, did
not examine the limitations of feed-forward models for part
recognition, and did not demonstrate the contribution of a fast
TD process to part detection and localization.

The results demonstrate two related aspects regarding cortical
models and full object and parts recognition. First, they show the
limitations of the standard feed-forward processing for part
detection and localization. Previous results have shown the
capacity of feed-forward models to deal with top-level object
recognition (2, 3, 24, 25) but have not examined their capacity
and limitations for part recognition. The current results show
that even when a feed-forward process is sufficient for top-level
object recognition, it is still often inadequate for parts recogni-
tion. Second, they show how a bidirectional process in a network
that stores part/subpart probabilities between informative fea-
tures is sufficient to obtain a combined recognition of objects
and parts at multiple levels within the time constraints estab-
lished by empirical studies.

The current scheme predicts that unambiguous parts that do
not require additional context are identified already in the BU
pass, but more ambiguous parts are resolved only during the TD

pass. In the primate ventral visual stream, neurons show highly
selective shape tuning already in the earliest part of their
response (25, 37, 38), but the selectivity often increases within a
short latency, consistent with rapid disambiguation by TD
processing (8–11). We predict that the modified late response
will be observed more frequently with ambiguous stimuli (e.g.,
blurred, noisy, partially occluded), because a larger proportion
of the BU responses will be corrected by the TD signal. Because
lower-level parts in the hierarchy are more ambiguous locally, we
also predict that the presence of a late response with different
response properties than the early response will be more fre-
quent at the lower levels of the visual hierarchy compared with
higher levels, and the model could be used to predict the
ambiguity of different parts and their dependence on TD
disambiguation. Because of the successive disambiguation from
top to bottom, we predict that the time difference between the
early and late responses will be, on average, larger at lower levels
of the hierarchy.

Also, features required for fine discrimination between similar
objects, e.g., facial expression, or similar individuals are often
locally ambiguous. In such cases, we expect from the model that
recognition at the fine level may be delayed, until the local
features reach final disambiguation by the full BU–TD cycle
(39). Predictions could be tested physiologically, and possibly
also psychophysically, e.g., by adapting recent methods for
tracking the dynamics of feature analysis during recognition
(40).

The full role of the TD processing in vision is still unclear, and
it is likely to participate in multiple processes (29). It has been
hypothesized to play a role in several tasks, in particular figure–
background segregation and grouping (41, 42), learning (43),
controlling attention (30, 44), and explicit perception (45). The
current study, together with empirical data as well as computa-
tional modeling (18, 19, 46), suggests that descending visual
processing is used to obtain full-image interpretation by the
nearly simultaneous detection and localization of object parts at
multiple levels.

Methods
Image Sets. Training images for parts extraction contained 208 faces, 161
horses, 175 car gray-level images from Caltech dataset (www.vision.
caltech.edu/html-files/archive.html), 120–210 pixels in each dimension. Exam-
ples of images and extracted features can be found in (Fig. 1 in SI Appendix);
this material contains additional details on the feature extraction procedure,
model, and results.

Parts Hierarchy. First level object fragments were extracted by using the
procedure in ref. 12. Briefly, the process identifies fragments that deliver the
maximal amount of information about the class. Candidate fragments are
extracted from the training images at multiple locations and sizes. These
fragments are searched for in all of the database images by using normalized
correlation, and the mutual information I(C;F) is computed. Detection thresh-
olds are determined automatically for each fragment at a level that maximizes
the delivered mutual information. From the initial set, a subset of the most
informative fragments is selected successively (12). Features are extracted for
different recognition tasks and levels of specificity by the same feature-
extraction process but evaluating the information they deliver for the partic-
ular recognition task (27, 28). Hierarchical features were extracted by using
the procedure in ref. 13. This process represents each object part by its own
informative subparts. The entire hierarchy is extracted from the image exam-
ples by a repeated application of the same information-maximization process
used for the initial extraction of informative object components. If the de-
composition of fragment F into simpler features does not increase the deliv-
ered information, the decomposition terminates, and F is considered a low-
level feature (Fig. 2). Additional details of the algorithms are in Part Hierarchy
in SI Appendix.

Training the Model. Each part Pi in the hierarchy is considered as a variable with
n � 1 possible values; Pi � 0 means that the part is not present in the image,
Pi � j means that Pi is present at location j (n up to 1,250). Training consists of
estimating the probabilities p(Pi�P̃i) (where Pi is a part and P̃i its parent-part in
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the hierarchy), including p(Fk Pk), where Fk is one of the observed low-level
features. These values are then used for the interpretation of novel images by
using Eqs. 1 and 2 above.

To determine p(Fk Pk), the low-level feature Fk is correlated with the image,
to obtain correlation values Corr1,. . . ,CorrN at positions 1. . . N in the image.
These are the observed values for the computation, and all pairwise proba-
bilities in the model are estimated from them by using the standard EM
algorithm, commonly used to estimate model parameters in network models.
Briefly, the EM process iteratively adjusts the model parameters so as to
maximize the likelihood of the observed data. A full description of the model
parameter learning in found in Training the Model in SI Appendix).

Classification and Part Detection. The optimal decision at all levels is obtained
efficiently by a BU flow of activation from the simple features to the class
node, followed by a TD flow from the high to low levels in the hierarchy. The
computation is a simplified application of the standard Factor Graphs (16) or
GDL (17) method, which is related to belief propagation. This is a highly
efficient optimization process that can be implemented in a network of simple
interacting elements (15, 18–21) (Classification and Part Detection in SI
Appendix).

Briefly, the computation proceeds by producing a set of tentative optimal
values on the way up starting from the lowest-level features, and selecting the
final globally optimal decision on the way down. For a given part Pi in the

hierarchy, the feed-forward flow determines k optimal values, one for each
possible value of P̃i (Pi’s parent node). The optimal value of the parent is still
unknown, but once it becomes known in the TD pass, the optimal value of Pi

itself is immediately determined. At the top level, which has no parent node,
the best value can be determined from the preceding level. The TD sweep
proceeds to make the final selection at each level based on the level above it,
propagating down to the bottom of the hierarchy.

Testing. Classification and part-detection experiments were performed on a
new set of 218 face, 161 horse, 175 car, and 1,617 nonclass images. Testing was
applied to novel class and nonclass images. In the class images, we estimated
how often part assignment by the BU pass is overruled by the TD pass. For each
part E detected in the image (E 
 0 by TD pass) we compared the TD detected
location ED with the location EU of maximal BU probability. If  ED � EU � 0.1
object size, we consider the BU and TD to disagree. The BU process often
makes multiple erroneous detections; therefore the measure gives a conser-
vative estimate of the BU–TD disagreement. The accuracy of the final TD
assignment was verified by human judgments. Additional details are in Test-
ing and Experimental Results in SI Appendix.
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