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Object recognition and segmentation
by a fragment-based hierarchy
Shimon Ullman

Department of Computer Science and Applied Mathematics, The Weizmann Institute of Science, Rehovot 76100, Israel

How do we learn to recognize visual categories, such as
dogs and cats? Somehow, the brain uses limited variable
examples to extract the essential characteristics of new
visual categories. Here, I describe an approach to category
learning and recognition that is based on recent compu-
tational advances. In this approach, objects are repre-
sented by a hierarchy of fragments that are extracted
during learning from observed examples. The fragments
are class-specific features and are selected to deliver a
high amount of information for categorization. The same
fragments hierarchy is then used for general categoriza-
tion, individual object recognition and object-parts iden-
tification. Recognition is also combined with object
segmentation, using stored fragments, to provide a
top-down process that delineates object boundaries in
complex cluttered scenes. The approach is computation-
ally effective and provides a possible framework for
categorization, recognition and segmentation in human
vision.

Features for visual recognition
Categorization and recognition are basic aspects of
human vision and cognition. Visual categorization (or
visual classification) refers to the perception of an object
as belonging to a general class, such as a dog or a build-
ing. Individual recognition is the identification of differ-
ent images as depicting the same object, such as a specific
face or a car, despite changes in the viewing conditions.
Categorization and recognition are performed by the
human brain in a natural, effortless manner and with
an efficiency that is difficult to reproduce in computa-
tional models and artificial systems. General categoriza-
tion has proved to be particularly elusive: how do
humans, even young children, learn to distinguish
between categories, such as dogs and cats, from a limited
set of highly variable instances?

Typically, a recognition scheme extracts a set of features
from an image and uses them during a learning phase to
construct new object representations. Objects are then
classified and recognized based on their feature represen-
tation [1]. Feature selection and object representation are
crucial aspects of recognition: they facilitate the identifica-
tion of aspects that are shared by objects in the same class,
despite variability in appearance, and they support dis-
crimination between objects and between classes that can
be highly similar.

Different types of visual features have been used in
computational models in the past, ranging from simple
local-image patterns such as wavelets, Gabor filters, edges,
blobs or local-edge combinations [2–4], to abstract three-
dimensional shape primitives, such as so-called geons (basic
geometric shapes – for example, spheres, cubes and cylin-
ders) [5]. A common aspect of most previous features is that
they are generic – a small fixed set of feature types are used
to represent all objects and classes. By contrast, in the
approach proposed in this Opinion article, categorization
is based on representing shapes within a class by a combi-
nation of shared sub-structures called fragments [6–8].

The fragments are learned from image examples and are
used as building blocks to represent object views within a
given class of shapes. There are two main aspects to using
these features for classification. First, unlike generic parts,
these are class-specific features: for each class of objects, the
appropriate visual elements are extracted and are used to
distinguish objects within the class from objects in different
classes. Second, the fragments are pictorial features that
represent the image appearance of object components,
unlike, for example, view-independent three-dimensional
primitives [5,9]. The use of local pictorial features reflects
the assumption that images of different objects within a
visual class can be represented by similar arrangements of
common sub-structures. Pictorial, informative class fea-
tures have been used in recent models, and computational
experimentations have demonstrated their effectiveness in
making reliable categorizations of natural object classes.
Next, we turn to the problem of selecting common sub-
structures from examples in a manner that enables the
handling of intra-class variability and the generalization
to new class exemplars.

Informative class fragments
To distinguish class from non-class objects, useful features
should have two main properties: distinction and fre-
quency. For example, for face images, a fragment (F) is
an effective class feature if it is likely to be found in face
images but not in non-face images. These two require-
ments can be combined by measuring the amount of
information that is supplied by the fragment about the
class in question. A feature is informative if it reduces
the uncertainty about the class – that is, its presence in
the image increases the likelihood of the class and the
likelihood decreases if the feature is absent. The differ-
ence in uncertainty with and without the use of F is
defined as the information (I) that is supplied by F about
the class (C; Box 1). Mathematically, an increase in the
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delivered information is required to reduce the classification
error. The amount of information that is supplied by F can
be estimated easily from image examples: it is determined
by how frequently F is detected within and outsideC. Next,
we describe how informative class fragments can be
extracted.

Selecting informative class fragments
The principle of maximizing information for classification
can be used to extract automatically a set of highly infor-
mative features from image examples, as illustrated by the
process described in this section. The feature-extraction
process uses both class and non-class examples; for
instance, images that contain examples of the class ‘horse’
are used with images that do not contain horses. It is not
necessary to indicate where the object is located in a given
image and each image can also contain other objects.
Initially, the process extracts a large number of candidate
fragments at multiple positions and of multiple sizes and
scale. The amount of information that each candidate
fragment delivers about the class is estimated by detecting
its frequency within and outside the class examples. Thus,
the most informative class fragments are identified. The
information that is carried by individual features is not a
sufficient criterion for selection because of possible redun-
dancy: two features can be highly informative on their own
but they can also be almost identical and, therefore, redun-
dant. Excessive redundancy is avoided by a second selec-
tion stage [8]. Fragments can be selected successively and,
at each stage, the fragment that contributes the most
additional information is added to the set of selected frag-
ments. For more on the selection process, see Box 2. In a
biological system, a simplified approximation to the infor-
mation measure can be used, with only a minor decrease in
performance (D. Levi, MSc thesis, TheWeizmann Institute
of Science, 2004; see http://www.wisdom.weizmann.ac.il/
�danml/).

Examples of informative fragments that have been
extracted for several visual classes are shown in

Figure 1. The most informative features that are
found for different categorization tasks are typically of
intermediate complexity, including intermediate size
at high resolution and larger size at intermediate reso-
lution [8,10]. This is in contrast to visual features
that are used in many previous approaches that have
focused on the ends of the spectrum, either small, local
features [2,3] or global features [11]. To distinguish
between closely similar classes, and even individual
objects, a similar process is applied, but features are
evaluated by the information that they deliver for fine
discrimination. This stage can extract small, local fea-
tures that support the required discrimination [12] (A.
Akselrod-Ballin, MSc thesis, The Weizmann Institute of
Science, 2002; see http://www.wisdom.weizmann.ac.il/
�shimon/students.html).

Feature hierarchies
The representation of a visual class by informative
components is useful for dealing with the variability in
appearance of objects in a class. However, these compo-
nents, like the objects themselves, can vary considerably in
their appearance. Therefore, using the same principles as
those discussed above, it is natural to decompose the object
components into informative sub-parts. A repeated appli-
cation of the feature-extraction process results in a hier-
archical object representation of informative parts and
sub-parts at multiple levels. Such hierarchical decomposi-
tion makes a substantial contribution to the performance
and generalization capacity of the categorization scheme
[13].

Box 1. Measuring feature information

The entropy H(X) measures the uncertainty of a variable X. For a

discrete variable with values x1. . .xn, with probabilities p(x1). . .p(xn),

the entropy is given by the sum SSp(xi) log2 [p(xi)], which was found

to be a useful measure of uncertainty in information theory. For

example, if X has a uniform distribution, then the uncertainty is high

and so is the entropy, but if the value of X is known with high

likelihood, the entropy is low. To measure the information that is

delivered by a feature (F) to the classification of a class (C), the

entropy H(C) is computed twice, before and after the detection of F.

The expected difference between the two computations is defined

as the information (I) about C that is supplied by F. This is expressed

in mathematical form as I(C;F) = H(C) – H(CIF). In this equation, I(C;F)

is the information that is supplied by F about C, H(C) is the initial

uncertainty and H(CIF) is the uncertainty when the value of F is

already known. If F is a useful feature, the uncertainty about C will

decrease significantly when it is known whether or not F is present

in the image, reflecting the high information contribution of F.

For example, during training that consists of 100 face and 100

non-face images, F is detected 44 times in the face examples and six

times in the non-face examples. Initially, H(C) = 1.0. In this example,

the second entropy measure, H(CIF), is 0.847. The average reduction

in H is 0.153, and this is the information that is supplied by F.

Box 2. Extracting informative fragments

The following procedure automatically selects highly informative

class features from a set of class and non-class image examples

(Figure 1). First, candidate fragments that have been extracted from

the class images are considered, at different positions, sizes and

resolutions. The information that is supplied by each candidate

feature is estimated by detecting it in the training images. To detect

a given fragment (F) in an image, F is searched by correlating it with

the image. (Alternative similarity measures that incorporate color,

texture and 3D cues can also be used.) If the similarity at any

location exceeds a certain threshold (u), then F has been detected in

the image and F = 1; if u is not exceeded, then F = 0. A binary variable

C(I) is used to represent the class – namely, C(I) = 1 if the image (I)

contains a class example; if I does not contain a class example, then

C(I) = 0. Second, the amount of information that each candidate

fragment delivers about the class is estimated based on its detection

frequency within and outside the class examples. The delivered

information is a function of the detection threshold; therefore, the

threshold for each fragment is adjusted individually to maximize the

information I(F;C). Third, the features are considered in the order of

the information that they supply. To avoid redundancy among

similar features, fragments are selected successively and, at each

stage, the fragment that contributes the most additional information

is added to the set of selected fragments [8]. For additional details,

see Ref. [8]; for the hierarchical construction, see Ref. [13].

Empirical comparisons have shown that simple, biologically

plausible processes can be used to approximate the selection of

informative fragments [18] (D. Levi, MSc thesis, The Weizmann

Institute of Science, 2004; see http://www.wisdom.weizmann.ac.il/

�danml). In addition, although labeling training images as class or

non-class facilitates learning, the selection process can be applied

with some modifications without this labeling – that is, in an

unsupervised manner.
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Another fundamental advantage of the hierarchical
representation is that it can be used for recognizing not only
complete objects but also their parts. Computational experi-
ments have shown that parts and sub-parts at multiple
levels can be identified unambiguously by an efficient com-
putation that combines bottom-up and top-down processes
that are applied to the feature hierarchy (I. Lifshitz, MSc
thesis, The Weizmann Institute of Science, 2005; see http://
www.wisdom.weizmann.ac.il/�shimon/students.html).

Examples of hierarchical features for several object
classes are shown in Figure 2. The full hierarchies were
obtained automatically from image examples by a repeated
application of the same feature-extraction process as that
described above for the initial extraction of informative
classification features [13]. In a biological implementation,
such feature hierarchies can be imprinted initially from
class examples and then refined with additional training.
The lowest level of the hierarchy is composed of simple

Figure 1. Highly informative class fragments for faces (a), horses (b) and cars (c).

Figure 2. Features hierarchies from faces (a,c), horses (b), and cars (d). Features at the top of the hierarchy are informative class fragments and features at the bottom are

low-level atomic fragments. The hierarchy also encodes the relative positions between parts and sub-parts.
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‘atomic’ fragments, which typically contain edges, lines or
corners and cannot be decomposed further without losing
information. During classification, only the atomic features
are directly correlated with the input image, and their
responses are combined to detect the higher level in the
hierarchy.

For each fragment, a region of positional tolerance is
determined, which can be considered as the receptive field
(RF) of the feature. The amount of information that is
delivered by a fragment depends on its RF location and
size, which are learned adaptively during construction of
the hierarchy. A comparison of hierarchies that are
obtained from multiple object classes show that the low-
est-level features are generic (i.e. they are useful for all
natural objects), the highest-level features are specific to a
class of visually similar objects (unlike generic hierarchies,
such as those found in Ref. [4]) and intermediate features
are shared by similar classes. This feature sharing pro-
motes effective ‘cross generalization’ from one class of
objects to related classes [14,15]. For example, after learn-
ing the appearance of a component such as a leg or tail for
one class, the resulting representationwill be used by other
classes that share the same component.

In this article, I do not consider a specific neural model
for constructing the hierarchies. However, network models
have been used to optimize the information that is deliv-
ered by neuronal activity [16,17], and network models that
incorporate the selection of informative fragments have
also been described recently [18] (D. Levi, MSc thesis,
The Weizmann Institute of Science, 2004; see http://
www.wisdom.weizmann.ac.il/�danml/).

Abstract fragments for classification and recognition
The hierarchical representation that is described above
can compensate effectively for local changes and distor-
tions in the image. However, object components can also
have multiple different appearances due to large changes
in viewing conditions, such as view direction or shadows, or
as a result of transformation of the component, such as an
open versus closed mouth in face images. To deal with
multiple appearances, it is natural to group together dif-
ferent appearances of the same component to create a
higher-level, more abstract representation. Two plausible
mechanisms can be used for identifying equivalent

fragments that represent the same object components
across changes in appearance. The first abstraction
mechanism involves observing objects in motion: based
on spatiotemporal continuity, a fragment can be tracked
over time, and different appearances of the changing part
can be grouped together. A neural model for association by
spatiotemporal continuity (the ‘trace’model) is described in
Refs [19,20]; the extraction and use of motion-grouped
fragments for invariant recognition is described in Refs
[20–24].

The second abstraction mechanism is based on common
context. If two fragments are interchangeable within a
common context, they are likely to be semantically equiva-
lent. For example, if multiple instances of the same face are
observed with either a neutral or a smiling mouth, this
provides evidence for the equivalence between the two
appearances. A constellation of image fragments that co-
occur with a fragment (F) supplies a context for F . If F can
be replaced by another fragment (F 0) within a particular
context, then F and F0 are likely to represent two appear-
ances of the same part [25]. Figure 3 shows examples of
top-level abstract fragments – these are equivalence sets of
fragments that depict different appearances of the same
object part. All were obtained automatically using com-
mon-context abstraction. After abstraction, the compo-
nents in the hierarchy that is described above will use
abstract features rather than single-appearance frag-
ments. Because the hierarchies of related classes share
common components in their representation, the learning
of invariant properties will generalize from a learned class
to related classes with shared features [14,15].

Abstract features are particularly useful for recognizing
individual objects under large changes in the viewing
conditions. Using the abstract fragments, each object part
is represented by a set of fragments that depict this part
under different conditions, such as viewing directions,
illumination and changes in the part itself. An abstract
fragment is present in an image if one of its fragments is
activated by the image. Thus, the abstract fragments form
a view-invariant representation of objects within a general
class. In this theory, invariant recognition at the object
level is based on the observed invariance of selected
components [21–24]. This is in contrast to recognition
models in which invariant recognition is primarily based

Figure 3. Abstract features that group together different appearances of the same object parts that have been extracted automatically from class examples [(a) mouths, (b)

ears, (c) tail-lights and (d) license plates]. The features are semantically equivalent but highly variable in appearance.
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on internal model manipulation, akin to mental rotation
[26], or on the use of view-invariant features [5,9]. (How-
ever, more than one process could be involved.)

Combining segmentation and recognition
Figure–ground segmentation refers to the delineation of a
region in an image as containing an object of interest.What
is the relationship between segmentation and recognition?
Segmentation has largely been viewed as a bottom-up
process that precedes and facilitates recognition [27]. Bot-
tom-up segmentation relies on the image-based criteria of
‘Gestalt’ and ‘good continuation’, such as color or texture
uniformity of image regions, combined with the continuity
of bounding contours. When applied to natural images,
bottom-up segmentation is usually incomplete, due to
unavoidable ambiguities that cannot be resolved without
prior knowledge of the object class [28] (Figure 4).

Empirical evidence, reviewed in the next section,
suggests that acquired knowledge about objects’ shape
has a crucial role in segmentation. But how can acquired
knowledge of the shape of a highly variable class be used to
segment a novel exemplar?

The hierarchical fragment representation enables
acquired class-based information to guide the segmenta-
tion process and intimately integrate segmentation and
recognition [29–32] (Figure 4). First, the figure–ground
labeling of the stored fragments is learned from a collection
of non-segmented image examples [30] (Figure 4b,c). Given
a novel object from the learned class, the detected frag-
ments produce a cover of the object in terms of stored
fragments. The known figure–ground labeling of the frag-
ments is then used to induce a top-down segmentation of
the entire object (Figure 4d).

These top-down and traditional bottom-up segmentation
processes have complementary advantages: the top-down

process groups together image regions that belong to
the same objects, despite region inhomogeneity and low-
contrast boundaries, and the bottom-up process more accu-
rately delineates the precise boundary locations. Therefore,
the two processes can be combined naturally to obtain
reliable and accurate segmentation of novel exemplars in
cluttered scenes [32].

Perceptual and physiological implications
In summary, in the proposed approach, a hierarchy of
abstract fragments that are continuously extracted from
examples, based on delivered information and observed
equivalence, combines classification, recognition and seg-
mentation using a bi-directional interpretation process.

Themain aspects of this approach are compatible with a
substantial body of psychological and physiological evi-
dence. Pertinent evidence is now reviewed, followed by
predictions and questions for future studies. However,
human object recognition is likely to use more than one
process, and further studies are required to map the set of
processes and the interactions that are involved.

The classification features that are used in the scheme
are class specific, not generic, they are obtained through
learning, based on their usefulness to classification, and
they are pictorial, representing the image appearances of
object components. Several psychophysical studies of
humans and monkeys have shown that new features
emerge in the visual system after categorization training
[33,34]. Similarly, physiological studies support the view
that class-specific features are acquired during the learn-
ing of new visual classes [35], with increased selectivity to
features that support the classification task [36,37]. Sev-
eral systematic studies of inferior temporal cortex (IT)
neurons support the pictorial nature of these units, show-
ing that the response selectivity of IT neurons indicates a

Figure 4. Top-down class-based segmentation. (a) Input image (i) and typical bottom-up segmentation (ii). (b) Informative class fragments (i) and their figure–ground

segmentation (ii), which is obtained automatically from examples. (c) A single fragment (i) and its learned segmentation (ii). (d) An input image covered by class fragments

(i). The class-fragments cover induces top-down segmentation (ii).
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preference for specific image patterns or a configuration of
patterns [38–40].

Regarding the hierarchical structure, maximizing
information for recognition leads naturally to features
hierarchies that have several basic properties in common
with the known cortical hierarchy. Maximizing informa-
tion for recognition produces a gradual increase in recep-
tive fields at the higher level of the hierarchy, combined
with a variable range of optimal sizes within each level;
this is supported by empirical findings for receptive field
sizes and variability [41]. For natural classes, the feature
hierarchy has 3–5 useful levels. This is compatible with
cortical structure and might relate to the statistical com-
plexity of natural classes.

The use of abstract features in the model suggests that
invariance is acquired for a class of objects from the
observed equivalences of shared parts. Several psychophy-
sical studies of recognition invariance support this notion.
Studies of invariance to viewing direction [15] and position
invariance [42,43] indicate that invariance to viewing
conditions depends on training and that, following train-
ing, invariance is generalized across members in the train-
ing class. Evidence for linking relevant features by motion,
as proposed by the notion of abstract fragments, comes
from both psychophysical [44] and physiological studies
[35]. The proposed mechanism of abstraction by common
context remains open for future studies.

Psychophysical and physiological evidence indicates that
in human and primate vision, figure–ground segmentation
and object recognition proceed interactively and concur-
rently. Psychophysically, developmental performance [45],
aswell as adult performance [46,47], and fMRIevidence [48]
suggest that acquired knowledge about objects’ shape has a
crucial role in segmentation. Evidence from neurophysiol-
ogy shows that unit responses in low-level visual areas
can depend on ‘border ownership’ [49] and on the overall
figure–background relationships in the image [50].

The fragments hierarchy model raises predictions and
questions for further empirical testing at the psychophy-
sical, imaging and physiological levels. For example, in
studies of human perception, the model suggests that the
visual system uses fragment features that are informative
for recognition. The relationship between this information
measure of object fragments and human recognition per-
formance can be tested in psychophysical studies. It is
predicted that classification performance will increase
with fragment-class mutual information. A similar predic-
tion applies to brain imaging: themodel predicts that there
will be preferential activation in cortical object-related
areas by informative, compared with less informative,
object fragments. In addition, different levels in the hier-
archy of object-related visual areas are expected to be
preferentially activated by fragments that are extracted
at different levels by the model hierarchy.

Physiological studies can examine whether tuning
properties of units along the primate visual hierarchy in
response to natural stimuli can be explained in terms of
intermediate units in the abstract-fragments hierarchy, as
described by the model. The lowest level of the computa-
tional hierarchy is composed of simple ‘atomic’ fragments,
which typically contain edges, corners or lines. These

features are similar to unit responses in the primary visual
cortex (V1), but the model suggests that the set of features
in V1 are richer than the standard model of this area.

Several basic questions and extensions remain open for
future studies. For example, the biological implementation
of informative fragment selection, and online learning: in a
biological system, features must be continuously acquired
from new examples, rather than using a fixed training
period and limited training examples. Future extensions
should also include the capacity to deal efficiently with a
large number of classes and sub-classes and to distinguish
reliably between closely similar classes. Two challenging
goals for future studies are full-scene interpretation and
dynamic recognition. Scene interpretation includes the
recognition of multiple objects, their inter-relationships
and their parts at different levels, within complex natural
scenes. As for dynamic recognition, it remains to be seen
whether principles similar to those discussed here will also
be helpful for understanding the recognition of events and
actions in scenes that includemotionand changes over time.
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