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Combined Top-Down/Bottom-Up Segmentation

Eran Borenstein and Shimon Ullman

Abstract—We construct an image segmentation scheme that combines top-down (TD) with bottom-up (BU) processing. In the
proposed scheme, segmentation and recognition are intertwined rather than proceeding in a serial manner. The TD part applies stored
knowledge about object shapes acquired through learning, whereas the BU part creates a hierarchy of segmented regions based on
uniformity criteria. Beginning with unsegmented training examples of class and nonclass images, the algorithm constructs a bank of
class-specific fragments and determines their figure-ground segmentation. This fragment bank is then used to segment novel images
in a TD manner: The stored fragments are first used to recognize images containing class objects and then to create a complete cover
that best approximates these objects. The resulting TD segmentation is then integrated with BU multiscale grouping to better delineate
the object boundaries. Our experiments, applied to a large set of four classes (horses, pedestrians, cars, and faces), demonstrate
segmentation results that surpass those achieved by previous TD or BU schemes. The main novel aspects of this work are the
fragment learning phase, which efficiently learns the figure-ground labeling of segmentation fragments, even in training sets with high
object and background variability, combining the resulting TD segmentation with BU criteria, and the use of segmentation to improve

recognition.

Index Terms—Class-specific top-down segmentation, multiscale segmentation, learning to segment, combining top-down and
bottom-up segmentation, object cover, fragment-based representation, combined segmentation and recognition.

1 INTRODUCTION

UNDERSTANDING a visual scene requires the ability to
recognize objects and their location in the image.
These two goals—essentially the problems of recognition
and segmentation—present considerable computational
challenges.

The dominant approach to segmentation has been that of
a bottom-up (BU) process, primarily involving the incoming
image, without using stored object representations. The
image is first segmented into regions that are relatively
homogeneous in terms of color, texture, and other image-
based criteria, and a recognition process is then used to
group regions corresponding to a single, familiar, object.
According to this approach, segmentation thus precedes and
facilitates recognition.

Another approach to segmentation is that of a top-down
(TD), high-level visual process, in which segmentation is
primarily guided by stored object representations: The
object is first recognized as belonging to a specific class and
then segmented from its background using prior knowl-
edge about its possible appearance and shape. In other
words, according to this approach, recognition facilitates
segmentation.

Recent state-of-the-art BU segmentation algorithms pro-
vide impressive results in the sense that they can be applied
to any given image to detect image discontinuities that are
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potentially indicative of object boundaries. Their major
difficulties, however, include the splitting of object regions
and the merging of object parts with their background. These
shortcomings are due to unavoidable ambiguities that
cannot be solved without prior knowledge of the object
class at hand, since most objects are nonhomogeneous in
terms of color, texture, etc. Moreover, object parts do not
necessarily contrast with their background, potentially
causing the two to be merged.

TD segmentation uses prior knowledge of the object class
at hand to resolve these BU ambiguities. However, it also
has difficulties due primarily to the large variability of
objects within a given class, which limits the ability of
stored representations to account for the exact shape of
novel images.

In this work, we introduce a segmentation scheme that
addresses the above challenges by combining TD and
BU processing to draw on their relative merits (Fig. 1). As
discussed in Section 2.4, this also appears to be in closer
agreement with human psychophysics and physiology. The
TD part applies learned “building blocks” representing a
class to derive a preliminary segmentation of novel images.
This segmentation is then refined using multiscale hier-
archical BU processing.

Our basic TD approach was introduced in [1], and later
extended to include automatic learning from unsegmented
images [2], as well as a preliminary scheme for combining
BU processing [3]. The current version formulates the TD,
as well as the combination components using a computa-
tionally efficient framework. It presents a fragment extrac-
tion stage that, unlike previous methods, produces a full
cover of the object shape. This improvement is due to a
modified mutual information criterion that measures
information in terms of pixels, rather than images. This
version also refines the automatic figure-ground labeling of
the extracted fragments through an iterative procedure
relying on TD/BU interactions. Another new aspect is the
use of segmentation for improving recognition.

Published by the IEEE Computer Society
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(a)

Fig. 1. Relative merits of TD and BU segmentation. (a) Input image. (b) BU (here at three scales) can be applied to any image to detect salient image
discontinuities that potentially correspond to object boundaries. However, objects are usually segmented into multiple regions, some of which may
merge with the background. (c) TD groups together dissimilar image regions corresponding to a single object and separates similar regions
generated by different objects. However, it may not precisely follow image discontinuities.

The class-representation decomposes the global shape
into smaller building blocks consisting of image fragments
and their figure-ground labeling. As noted, these fragments
produce a complete, rather than partial object cover, which
enables better validation of the object detection and
improved final segmentation. The fragments, as well as
their figure-ground organization, are learned automatically.
Each object part can be covered by a number of alternative
fragments, which can also move with respect to each other,
as long as they preserve figure-ground and spatial consis-
tency. These features make the model effective in addres-
sing large shape variability, as well as highly cluttered
backgrounds.

In our combined approach, a central feature is the
integration of multiscale information. Segments identified
at multiple scales are grouped together or broken apart to
form salient image regions (as guided by BU criteria) that
are also consistent with the TD processing.

This paper is organized as follows: Section 2 describes
related work. Section 3 presents the TD approach, which
can be divided into two main stages: learning and
segmenting. Section 4 combines the relative merits of TD
and BU segmentation using an efficient message-passing
algorithm. Section 5 describes experiments applied to a
large set of complex images; and Section 6 presents the
discussion and conclusions.

2 RELATED WORK

2.1 Bottom-Up Approaches

BU segmentation emphasizes region-based properties such
as the homogeneity of color (for example, [4]), intensity, or
texture (for example, [5]), the smoothness and continuity of
bounding contours (for example, [6] and [7]), or a combina-
tion of these region and boundary properties (for example,
[8], [9], and [10]). In this work, we use the Segmentation by
Weighted Aggregation (SWA) algorithm described in Sec-
tion 4 to identify a hierarchy of homogenous image regions
at multiple scales.

2.2 Top-Down Approaches

Directly related to our TD approach are deformable templates
[11] that also apply a part-based representation model. The
template parts are allowed to move with respect to each
other, and also change their scale and orientation to some
degree, to optimally fit the image content. In contrast to our
method, the parts are usually simple geometrical elements
(for example, ellipses, lines, and arcs); their spatial relation-
ships, as well as their shape deformations are usually set
manually; and their fitting often requires difficult optimiza-
tion in a high-dimensional parameter space.

Active contours or Snakes [12], [13], [14], [15] constitute
another group of nonparametric deformable models. In this
case, an initial contour is formed on the image, guided by
external (higher level shape information) and internal (for
example, elasticity and smoothness) forces, such that the
contour is eventually delineated by image discontinuities.
As with deformable templates, the main difficulty of this
approach is the attempt to fit an entire shape to the image,
leading to difficulty in segmenting highly variable objects.
In addition, these models require accurate initialization to
compensate for a difficult minimization problem.

Leibe and Schiele [16] use a similar approach to our
TD segmentation [1], applying a “codebook” consisting of
image patches and their figure-ground organization to
detect and segment pedestrians and other objects. The
method is able to detect multiple overlapping objects using
a minimal descriptor-length criterion. The POP model by
Bernstein and Amit [17] is able to handle multiple objects
and occlusions using a relatively small number of positive
training examples. However, shape information is repre-
sented by a global template, and there is no sharing of object
parts derived from different training examples.

2.3 Combined Segmentation

Related to our combined scheme is OB] CUT by Kumar
et al. [18]. The method automatically learns an object
representation called Pictorial Structures (PS) from video
sequences. The PS is combined with a contrast dependent
Markov Random Field (MRF) that biases the segmentation
to follow image boundaries. Winn and Jojic [19] use
unsegmented images to learn a global figure/ground mask
and a global edge mask that represent the “average” shape
and edges of objects in the class. Shape and edge variations
are constrained solely by a smoothness constraint. The
global shape approach is limited in its ability to address
rigid objects whose shape largely deviate from the
“average.” Additionally, the assumption of different object
and background regions may be violated, especially in
gray-level images.

The layout consistency criterion, suggested by Winn and
Shotton [20] addresses occlusions and can identify their
types (for example, self occlusion, background/object
occlusion, etc.). However, it requires a manually segmented
training set. It also assumes simple transformations that can
align each object instance with a canonical grid. This
assumption makes it hard to handle object classes with high
shape variability. Yu et al. [21] combine a TD segmentation
derived from a patch-based recognition system with a
BU segmentation derived from normalized cuts. The object
representation is set manually and the part configurations
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are restricted by spatial criterion alone. The representation
used is limited in addressing highly variable objects.

Chen et al. [22] combine deformable templates and
eigenfaces with a BU segmentation algorithm to detect and
segment human faces and street signs in cluttered scenes. Liu
and Sclaroff [23] also combine deformable templates with BU
segmentation criteria. The image is first oversegmented, and
then, various groupings and splitting are considered to best
match a shape represented by a deformable template. Mori et
al. [24] take a similar approach to segment baseball players
from their background. A primary challenge facing the last
two schemes is that of determining the appropriate level of
initial segmentation. On one hand, dividing the image into a
large number of small subregions reduces the likelihood of
incorrectly merging figure regions with their background.
On the other hand, increasing numbers of subregions makes
their grouping more difficult; in the extreme, the grouping
decision will be close to the problem of segmenting the initial
image. This “optimal” balance may vary from image to
image and even for different regions within an image. Ren
et al. [25] use a MRF model, and Zhao and Davis [26] use a
linear combination between a template matching and a color-
based segmentation to detect and segment upper torsos.
Weiss and Levin [27] propose a CRF scheme that learns to
combine TD with BU cues from manually segmented images.
The method produces only a partial TD object cover and then
propagates the segmented figure using image similarity. The
limited TD cover may miss object parts, and the image-based
propagation does not effectively cope with highly variable
object images. For example, when a white region may appear
anywhere on a black horse, a partial cover followed by
image-based propagation is likely to miss it. In contrast, our
scheme produces a complete cover followed by a representa-
tion that takes into account regional image properties (such
as color and texture) at multiple scales. The combination
scheme is therefore able to address “dalmation” like objects,
with body parts being detected based on their texture at
coarser scales. A more detailed comparison with related
work is given in Section 5.1.

2.4 Evidence from Human and Primate Vision

Psychophysical studies and physiological evidence from the
primate visual system indicate that in human and primate
vision, figure-ground segmentation, and object recognition
proceed interactively and concurrently.

Peterson [28] showed that the time it takes subjects to
organize an image into its figure-ground content depends
on the orientation of the stimulus: segmentation occurs
faster when objects are presented at familiar orientations,
indicating that the differentiation of background from
figure involves recognition. A study with camouflaged
objects [29] used novel objects embedded in highly cluttered
scenes. Subjects were initially unable to segment these
scenes; yet, segmentation emerged spontaneously following
an unsupervised learning experience, suggesting that the
acquired object model guided the segmentation. Experi-
ments with 4.5-month-old babies [30], [31] also indicate that
figure-ground segmentation is influenced by prior famil-
iarity. Zemel et al. [32] showed that in adult observers as
well, spontaneous segmentation is determined by prior
experience with specific shapes.

Evidence from neurophysiology shows contextual mod-
ulation of neurons, in which neurons at low-level visual

areas (V1, V2) are influenced by higher level neurons,
depending on figure-ground relationships [33], [34], [35],
[36], [37]. In particular, many edge-specific units in low-
level visual areas respond differently to the same edge,
depending on the overall figure-ground relationships in the
image.

3 Tor-DOWN SEGMENTATION

The full TD segmentation scheme consists of two main
stages: learning and segmenting (Fig. 2, top). In the learning
stage, a fragment bank is constructed automatically from a
training set of unsegmented class and nonclass images. The
bank consists of image fragments representing common
object parts together with their figure-ground labeling.
Unlike previous fragment or patch-based approaches [38],
[39], the representation is designed to produce a complete
covering of the object rather than a partial cover of its most
discriminative parts. Section 3.1 summarizes how common
image fragments are extracted from training images, and
Section 3.2 describes how the fragment points are then
labeled as figure or background. Subsets of these fragments
are then used to optimally cover an object in a novel image
(Section 3.3), and the figure-ground labeling of these
covering fragments induces the final TD segmentation. The
flowchart in Fig. 3 demonstrates the learning and segmenta-
tion algorithm.

3.1 Learning a Fragment-Based Class
Representation
The learning stage begins with the construction of the
fragment bank: a stored set of primitive shapes or “building
blocks,” for use in identifying regions containing common
object parts (such as wheels, doors, and rooftops in cars). To
find such components, we collect a large random (in terms
of size and location) set of fragment candidates from the
class images. A modified version of a max-min selection
algorithm [40], [41] is then used to select a smaller subset of
more informative fragments, based on the mutual informa-
tion between the fragments and the class in question. High
mutual information criteria is a good indication of the
fragment being both selective for the class and general
within it. These fragments are called class-specific fragments.
Let f; be a binary random variable representing the
detection of a fragment F; in a given image (f; =1 if the
fragment is detected, 0 otherwise); and let C' be a random
variable representing the class of the image (C can have
multiple values, for simplicity, we define it here as binary,
C =1 if the image belongs to a selected class). The mutual
information between the fragment detection and the class is
I(f;; C). Each candidate fragment F; is detected (f; = 1) in
an image if the similarity measure between the fragment
and some image region I exceeds a detection threshold ©;.
This threshold is set automatically to maximize the mutual
information I(f;; C) measured in the training images. The
similarity between a fragment and an image region is
measured using Normalized Correlation, NC, denoted by
p(Fi, IR):
cov(z,y)

p(z,y) = (1)

var(x)var(y)
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Fig. 2. Schematic diagram: The input to the learning stage consists of class (C) and nonclass (NC) unsegmentated images. Fragment extraction:
Fragments containing common object parts (for example, horse head and leg) are extracted from the training images. Fragment labeling: The
extracted fragments are segmented into figure and background parts. Object cover: Given a novel image, the extracted fragments are used to cover
the object. The figure-ground labeling of these covering fragments then induces a TD segmentation. Combining the TD segmentation (top) with a BU
process (bottom) provides the final segmentation (middle).
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Fig. 3. Algorithm flowchart: Rectangles represent processes and parallelograms represent their input and output. The learning process starts with a
set of unsegmented images as input to extract a fragment bank. The figure-ground labeling of the extracted fragments is then estimated using the
procedure described in Sections 3.2.1-3.2.3. The TD segmentation uses the labeled fragments to provide an object cover for each input image
(Section 3.3). The TD segmentation is then combined with a BU process (Section 4) to derive the final segmentations. The resulting segmentations
are then used to refine the figure-ground labeling of the extracted fragments (Section 3.2.4). If necessary, this process is repeated for further

refinement.

Other similarity measures, that may be more invariant to

viewing conditions, can be used instead of the NC measure

[42], [43], [44].

Candidates F; are added one by one to the fragment
set F" to maximize the gain in mutual information

I(F"U F};C) — I(F"; C):

F; :argmgX(I(F"UF;C) — I(F";C)).

(2)

This expression is the information gained by adding a
fragment F to the set selected by the nth step. However,
evaluating the last expression is impractical, since it
requires estimating the joint probability p(fi, fa, ...

5f7l70)'
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Therefore, the information gain is approximated using
pairwise probabilities. A candidate is added to the set if the
minimum information gain measured with respect to each
one of the already selected fragments is maximal:

Fj; = arg mlgx(minFLanI(Fi, F;C) - I(F; (). (3)

The above expression requires estimating p(f;, f;|C') rather
than multivariate probabilities. This approximation pro-
vides a set of fragments with high mutual information and
good classification performance [45], [41]. A detailed
discussion on feature selection using mutual information
measures can be found in [41]. Note that “antifragments,”
fragments likely to be detected in the background rather
than in object images, also provide high information gain.
We found that such antifragments tend to be unreliable, and
their information gain is reduced as the number of nonclass
examples increases. A simple filtering stage is therefore
applied to remove these fragments from the candidate pool.

Unlike previous fragment-based schemes, our current
goal is to use fragments not only to classify an image, but
also to differentiate between its figure and background.
This requires a fragment set large enough to cover the entire
object, rather than its characteristic parts alone. The selected
fragments must be well distributed over objects, thus
effectively distinguishing between as many figure and
background pixels as possible. The mutual information
measure [ in (3) is therefore defined to measure the average
contribution of individual pixels rather than images. For a
single pixel ¢ sampled from the set of all training image
pixels, define C(g) = 1if ¢ is a figure pixel and C(¢) = 0 if it
is a background pixel. The probability p(C' =1) is now
defined as the probability that a pixel ¢ drawn at random
from an input image is a figure pixel. In other words, p(C' =
1) is measured by the fraction of pixels rather than images
in the training set for which C' = 1. Similarly, for a fragment
F;, we define a random variable f;, and p(f; =1) is the
probability that this fragment covers a pixel ¢ drawn at
random from an image. To estimate p(f;, fi, C), needed to
evaluate (3), we count the number of pixels classified as
C(q) =1 or 0 (by the process described below) and also
covered /uncovered by the first and second fragments f;,
fi=0 or 1 (producing eight different possibilities). The
Max-Min selection (3) is then applied to the pixel-based
mutual information criteria to derive the fragment bank:
Candidates are added until the gain in mutual information
becomes negligible. The bank selected in this manner
provides an overcomplete class representation so that
whole objects are likely to be covered by highly overlapping
fragments. Note that every fragment can be used to cover at
most one region per object. Our experiments obtained
complete cover in most examples using a bank of ~ 150
fragments. The object covers are more efficient than those
obtained using the previous selection algorithm (Results,
Fig. 8). This difference was not the result of selecting larger
fragments but was due to the use of the pixel-based MI,
which favors a larger cover by the fragment set.

Initially, the objects in the training set are not segmented,
and all pixels in the class images are therefore assigned with
C(q) = 1, whereas pixels in the nonclass images are assigned
with C(q) = 0. This assignment is subsequently refined
during learning: The figure-ground labeling of the extracted
fragments (Section 3.2) enables the figure-ground segmenta-
tion of objects in the training images (Section 3.3) and thus a

refinement of the C(q) labeling. The fragment extraction
process can then be repeated for the new refined C(g).

3.2 Automatic Figure-Ground Labeling

The second step in constructing the fragment bank is learning
its figure-ground labeling L. The labeling determines every
point within an individual fragment as either figure or
background. (The fragment labeling can also take a contin-
uous value between zero and one to represent the point’s
likelihood of being figure or background.) This fragment
labeling is subsequently used to induce full TD segmentation
of novel object images. Fig. 9 shows typical fragments
extracted by our method, together with their figure-ground
labeling, learned automatically from unsegmented training
images.

The main idea for fragment segmentation is that of the
consistency of figure versus background parts: To differ-
entiate between these parts, we use the fact that a
fragment’s figure part covers regions containing features
consistently repeated in class images, whereas its back-
ground part covers regions that may change significantly
from one image to another.

To make use of this consistency, the labeling uses two
related measurements: degree of cover and border consistency.
The degree of cover measures the likelihood of each
fragment point to be either figure or background, and the
border consistency identifies fragment edges likely to
separate figure from background parts. Empirical testing
showed that the combination of these measures, described
below, is sufficient for a reliable segmentation of the class
fragments. Fig. 4 shows an overview of the fragment
labeling initialization. Details of these measures and their
use are explained next.

3.2.1 Degree of Cover

When segmented images are available, the figure-ground
likelihood of every fragment point ¢ can be calculated by
counting the number of times the point covers regions
segmented as figure versus background. However, at the
beginning of the process, segmented images are not
available, and this likelihood is therefore estimated using
the degree of cover. The number of fragments covering (or
overlapping on) a region in the image can serve to indicate
whether this region belongs to the figure or background—
for two reasons. First, as described, the fragment selection
process provides a set of fragments that are more likely to
be detected in class rather than nonclass images, and thus,
figure regions are more likely than background regions to
be covered. Second, the set of extracted fragments is
sufficiently large to cover the object area several times (4.3
on average in our experiments) so that covering fragments
highly overlap.

Therefore, a sample of N training images is used to count
the number of times each fragment point overlaps with
other detected fragments:

d(q), (4)

Zr 7€Q(q)

where Q(q) is the set of all the pixels ¢ in the training
images covered by fragment point ¢; d(¢') is the number
of other fragments covering pixel ¢; and Zp=
max,cr D(g) normalizes D to satisfy max,er D(q) =1
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Bottom-Up Regions

Fragment Degree of Cover

Consistent Edges

|y

—_————»

Regional Degree of Cover

Learned Labeling

Fig. 4. Initializing the figure-ground labeling. The degree of cover ranks the figure likelihood of fragment regions, detected as homogenous by a BU
process. This rank is combined with the fragment’s consistent edges to determine the labeling. Note that the process can group together dissimilar
subregions and that the consistent edges detect missing and low-contrast parts of the figure-ground borders.

(giving D(q) € [0,1]). When a fragment never overlaps
with other fragments, we get Zp =0. In this case, the
fragment is identified as a background fragment and is
removed from the fragment bank. Training images in
which objects occupy at least 30 percent of the entire
image were used to reduce the number of such back-
ground fragments and, hence, reduce computational cost.
Using such images for training is not critical: Background
fragments provide little information about the class and
are therefore unlikely to be selected to the fragment bank.
Additionally, the figure-ground labeling of those selected
erroneously is likely to be inconsistent with the labeling
of overlapping fragments.

The degree of cover, defined for pixels, is then averaged
within homogeneous subregions contained in the fragment.
This averaging makes use of the fact that points belonging
to a homogenous (for example, sharing similar gray levels)
subregion R; within the fragment are likely to have the
same figure-ground labeling. Therefore, if i, ¢» € R; are in
the same region R;, then they share the same average
degree of cover: D(q) = D(qs). Averaging within a local
uniform region will therefore increase the measure’s signal-
to-noise ratio. A simple BU process described in [46] is used
to determine these subregions' and then use their regional
degree of cover to impose a homogeneity constraint on their
labeling and reduce computational cost.

The fragment labeling L can consequently be determined
by selecting a single threshold ¢, on these regional degrees
to obtain:

Lfigwe(gd) ={q:D(q) > 04} (5)

This means that all fragment points ¢ contained in the figure
part L/9(,) have a regional degree of cover D(q) higher
or equal to ;, whereas all other points are chosen as the
background part. The number of possible segmentations of
a fragment F is reduced in this manner from 2" to n, where
n is the number of BU regions R; in F. Section 3.2.3
describes how to determine this threshold 6,.

This degree of cover alone already provides a highly
informative cue for the labeling process. In our experiments,
the average degree of cover for all pixels labeled manually

1. These are determined by selecting a scale in the multiscale hierarchy.
In our experiments, scales that gave on average 3-14 homogenous
subregions produced almost identical results.

as figure was 0.8 with (standard deviation = 0.17) compared
with 0.31 (standard deviation = 0.2) for all pixels labeled
manually as background.

3.2.2 Border Consistency

We next determine a boundary in the fragment that
optimally separates figure from background regions. This
is obtained by combining a measure of edge consistency
with the degree of cover. Image patches in which a
fragment is detected are collected from the training images.
Denote this collection by H;, Ho, ..., H;. Each patch in this
collection, Hj, is called a fragment hit, and H;(q) denotes the
gray-level value of the hit pixel corresponding to the
fragment point ¢. In each one of these hits, we apply an
edge detector. The class-specific edges will be consistently
present among hits, whereas other edges are arbitrary and
change from one hit to another. The fragment’s consistent
edges are learned by averaging the edges detected in these
hits (Fig. 5). Pixels residing on or close to consistent edges
will get a higher average value than pixels residing on noise
or background edges, as defined by

k
B(0) = Y IVE @] (6)

The gradient operator can be replaced by other edge
detectors. By the end of this process, E(g) is normalized
with a linear transformation so that E(q) € [0,1] with
E(q) =1 for the most consistent edge point and E(g) =0
for the least consistent point.

There are three different types of edges. The first is the
border edge, which separates the fragment’s figure part from
its background and is found within the fragment unless the
fragment is contained entirely within the object. The second,
the interior edge, lies within the figure part of the object. For
instance, a human eye fragment contains interior edges at
the pupil or eyebrow boundaries. The last type, a noise edge,
is arbitrary and can appear anywhere in the fragment hit; it
usually results from background texture or from artifacts
coming from the edge detector. The first two types of edges
are the consistent edges that consistently appear within the
fragment hits. These consistent edges are used to segment
the fragments, as next described. Consistent edges were
found to be a better cue than consistent gray levels: With
this measure, background regions are unlikely to contribute
consistency even when the same type of background is



BORENSTEIN AND ULLMAN: COMBINED TOP-DOWN/BOTTOM-UP SEGMENTATION 7

H;

Fragment

-

£y B

Consistent Borders

¥ el
—

Fig. 5. Learning consistent edges: Fragment (top left) and the consistent boundary extracted from it (bottom right). To detect the consistent
boundary, fragment hits (H1, ... H,) are extracted from the training images (top row shows the hit location inside a red rectangle, middle row shows
the hits themselves). An edge detector is used to detect the edge map of these hits (bottom row). The average of these edge maps gives the

consistent edge (bottom right).

present (for example, grass in horse images). Note, how-
ever, that background edges, which are consistently aligned
with the object parts, would be learned as object parts. For
example, in our experiments, shadows appearing consis-
tently below cars in the training images were learned as an
object part. A more variable database is needed to prevent
such cases.

3.2.3 |Initial Figure-Ground Labeling

Having determined a fragment’s degree of cover D (4) and
border consistency E (5), these are then combined to
determine its figure-ground labeling. The goal is to find a
figure part L/ = {q|L(q) = 1} and a background part
L9ound guch that the degree of cover measured within the
figure part is higher than the degree measured within the
background part, whereas the boundary between them is
supported by consistent edges. The following labeling score
expresses this objective:

fl(L) = fdeg(D7 L) + /\fcons(Ea L)> (7)

with A determining the relative contribution of the two
criteria. To compensate for the different units ( f;., measures
area, whereas f,,s measures length), we used A = 15 pixels,
which is the ratio between the average area of the fragments
and their average contour length. The degree of cover term
faeg(D, L) is minimized when points labeled as figure
(L(¢) = 1) have a high degree of cover, and background
points (L(g) = 0) have a low degree:

faeg(D,L) =Y (L(g) — D(q))". (8)

q

The border consistency term f.,,s(£, L) is minimized when
the boundary between the figure and background parts is
supported by consistent edges (pixels with high E(q)):

feons(E,L) = = > (L(q) — L(p))*(E(q) + E(p))-  (9)

¢,pEN,

The N, set denotes a neighborhood of pixels adjacent to ¢
(we use 4-pixel neighborhoods). The above term decreases
as the edge consistency of boundary pixels (L(q) # L(p))
increases.

Finding a fragment labeling that minimizes this score is
straightforward. The search is constrained to labeling that

preserve the degree of cover: All regions labeled as figure
must have a degree of cover higher than regions labeled as
background. It is therefore sufficient to check which of the n
such labeling (5) minimizes (7). This procedure produces
good initial labeling (Section 5), which is further improved
through an iterative process, as next explained.

3.2.4 Final (lterative) Figure-Ground Labeling

The fragment’s figure-ground labeling is now improved
through an iterative refinement process. Complete objects
are segmented using the labeling of individual fragments
(Section 3.3). In turn, this segmented set is used to improve
the labeling of the individual fragments: The figure-ground
labeling of every pixel ¢ in the training set provides a better
figure-ground labeling likelihood than its degree of cover
defined in (4). Instead of counting the average number of
times a fragment point overlaps with other detected
fragments, we count the number of times it covers pixels
segmented as figure versus background:

1
1Q(q)] q,;Q%q)

where X°(¢) is the figure-ground labeling of pixel ¢
(Section 4). This refined likelihood is then used to update
the fragment’s figure-ground labeling, as described in
Section 3.2.3. With this increasing accuracy, we can use
the pixels’ likelihood D(gq) rather than their regional
likelihood D(g) to define the fragment labeling (when the
regions become pixels we have D(q) = D(q)). Note that
the TD segmentation is determined by the consistent
labeling of overlapping fragments (Section 3.3), and
therefore, when a significant fraction of these fragments
is correctly labeled, very few image points are likely to be
labeled incorrectly. In this case, the iterative process is
unlikely to change correct labeling and likely to change
incorrect labeling (inconsistent with the majority). Indeed,
more than 80 percent of the fragment points are already
labeled correctly at the first iteration (Section 5) resulting
in a stable and fast refinement within two iterations. The
figure-ground labeling of the fragments is then used to
segment new images, as next described.

D(q) = X(q), (10)
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3.3 Segmentation by Optimal Cover

The main stage of the TD segmentation consists of covering
an object in the image with a subset of the stored fragments.
The figure-ground labeling of these fragments then identi-
fies the object’s figure-ground segmentation. An object
cover should optimize three main criteria: individual match,
figure-ground consistency, and spatial consistency. Individual
match requires that covering fragments are similar to the
image regions they cover. The figure-ground consistency
requires consistency between the figure-ground labeling of
overlapping fragments and the spatial consistency limits the
fragments’ position to maintain spatial relationships. This
section describes a cover score that represents these criteria
followed by an optimization technique that determines an
optimal cover with respect to this score. Finding a cover
optimizing this score is difficult and is therefore done in
two main stages. The first stage quickly determines Regions
Of Interest (ROIs) that specify locations within the image
likely to contain objects of interest (from classes represented
in the system) together with their initial partial cover. The
partial covers are then completed and refined in the second
stage.

An object ROI is represented by specifying a coordinate
system pos (position, orientation, and scale), and an object
cover is represented by a vector finwhich f; = ¢if the center
of the fragment F; covers image point ¢ and f; = 0 if it is not
used for the cover (A fragment can therefore be used at most
once for each cover.). A cover score E( f,pos) is assigned for
every ROI pos and object cover fina given image y. As
noted above, this score takes into account three criteria:
individual match, fiqure-ground consistency, and a spatial
constraint. The individual match measures the individual
contribution of each covering fragment. It is proportional to
the similarity between the fragment and the image region it
covers. The figure-ground consistency criterion requires
pairs of fragments to consistently overlap in terms of their
figure-ground labeling. The spatial constraint limits the
fragments to cover only specific subregions by specifying for
each fragment a corresponding receptive field RF;(pos)
within the ROL In other words, a receptive field RFj is a set
specifying valid values for f;. This set is represented by a
center and a radius parameters. Only positions f; whose
distance to the receptive field’s center is less than the radius
are valid. A method for learning these receptive field
parameters is described later.

The overall score for a cover f given an image y is
therefore expressed as

ZEmd fl +AZE(’O7L5 flafj)

i,

(f.pos) (11)

subject to
fi € RE}, or f; =0, Vi.

The X coefficient determines the relative contribution of the
figure-ground consistency E.,,; relative to the individual
contributions Ej,q of the covering fragment. We found that
both individual similarity and fragments consistency play a
useful role in evaluating the quality of a cover. The specific
form of each factor was optimized empirically.

The first term Ej,; in (11) is given by the individual
contribution of a covering fragment:

1Bl

Eind(fi) - |RF ‘

pi(fi); (12)
which is proportional to the number of pixels |F;| covered
by the fragment and the similarity p;(f;) between the
fragment and the region it is covering (1). It is also inversely
proportional to the spatial uncertainty of the fragment
position, as determined by the size of its receptive field RF;:
Fragments with larger receptive fields RF; contribute larger
spatial uncertainty.

The figure-ground consistency term E,,,s is determined

by the pairwise contribution of overlapping fragments:

mnc(fnf]

Z{Emd fz + Eind f] }CZJ f?afj (13)

where the consistency measure Cj;(f;, f;) above is propor-
tional to the difference between the number of pixels
labeled consistently and inconsistently by the pair (F}, Fj):

# consistent — # inconsistent

Ci(fis 15) = # consistent 4 # inconsistent (14)
This measure is 1 when there is a perfect consistency
between the fragments, —1 when they are totally incon-
sistent and zero when the fragments do not overlap. A
fragment contribution to the score may be negative when its
overall consistency with other overlapping fragments is
negative. In this case, removing or moving this fragment to
cover a different region increases the score.

The spatial constraints RF(pos) are specified with
respect to the object ROI pos . Therefore, maximizing the
score in (11) requires identifying an object ROI pos together
with an object cover f. We found that this maximization
problem can be approached efficiently by dividing the
cover construction into two successive stages: detection and
segmentation (Fig. 6). The detection stage aims to maximize
the first part of the covering score Ej,q, thus providing an
ROI that is likely to contain the object together with a set of
covering fragments. The decomposition of the Ej,; term
into a factor tree (each Ej,; term depends on the ROI
parameter pos and exactly one fragment variable f;) makes
it possible to find its exact global maximum (with respect to
ROI and fragments variables), using a max-sum algorithm
[47] (see also Section 4).

This stage is similar to other recognition schemes [48],
[49], [50], [39] that use informative fragments or features for
object detection. Similar to previous schemes, we found that
this stage is sufficient for initial detection: When the
maximum obtained is sufficiently large, we assume object
detection and proceed to the second stage, namely,
segmentation.

The segmentation stage aims to maximize the full cover
score (11), taking into account also the figure-ground
consistency part E.,s. A simple relaxation-like technique
is applied, starting with the ROI and the initial cover found
in the first step. The variables f and pos are tested
successively and changed to maximize the cover score,
whereas all other variables are held fixed at their current
values. Let f"” and pos n be a realization of the fragment and
ROI variables at the nth iteration. The state of every
fragment is hence changed (one at a time) to increase the
covering score:
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Fig. 6. Cover construction is divided into two successive stages: (a) Object detection: partial object detection is obtained by maximizing (11) using its
factorization into a factor tree. A sufficiently high maximum provides an initial estimate for an ROI that is likely to contain the object, as well as a set of
covering fragments. Each covering fragment F; is limited to cover pixels within its receptive fields RF; as designated by the ROI (spatial constraint).
(b) Segmentation: The complete object cover and segmentation is provided through the maximization of the whole cover score (11). Note that the
consistency term between overlapping fragments introduces lateral connections between fragment nodes, which makes maximization hard. A
relaxation like technique is therefore used to find a local maximum using the initial cover found at stage (a).

= argm}ng(f’ﬂsz n). (15)
This change depends on the states of the other fragments
and the ROL It will add the fragment to the cover (zero to
nonzero state) or remove (nonzero to zero) it from the cover
or change its cover position (nonzero to nonzero) to
improve its consistency with overlapping fragments.

Similarly, the value of the ROI variable is updated by

posn+1= argm@xE(fn,pgs). (16)
Ppos

Since the score is increased at each step, and the maximal
score is bounded, the cover construction is guaranteed to
converge, terminating at some local maximum. In our
experiments, the convergence was quick, typically after
3-4 sweep iterations (updating the value of each variable
3-4 times).

The fragment receptive field parameters (position within
the ROI and radius) are learned during training in a similar
iterative manner. The receptive field position of a fragment
is initialized by the position within the source image it was
extracted from, and the radius is initialized to 7 pixels. After
this initialization, the positions and radii of all fragments
are iteratively reflned to maximize (11), just like in (15) and
(16), whereas the pos and f parameters are held constant.

The consistency term added to (12) also improves object
recognition, since it is easier to produce a consistent cover
inside ROIs containing an object than in those that do not.
To demonstrate this, we compared the classification
performance of the segmentation score with and without
the consistency part £°. The ROC curves showed signifi-
cantly improved performance when the figure-ground
consistency was taken into account (Section 5 and Fig. 13).

Once an ROI and object cover are determined, the TD
segmentation S( f ) of the detected object is derived from the
figure-ground labeling of the covering fragments: Each
fragment applies its labeling to the pixels it covers, and the
final segmentation S,(f) of each pixel ¢ is given by the
fraction of covering fragments that label it as figure:

@i 2 b

7€A

(17)

where A(q) is the set of all fragments covering pixel g, and
L;(q) is the labeling given by fragment F; to ¢.

4 CoMBINING Tor-DowN AND BoTTOM-UP
SEGMENTATION

This section describes a method for combining the TD
segmentation with BU processing to draw on their relative
merits. The TD information is used to group segments
belonging to an object despite possible BU dissimilarity and
to break apart salient BU segments containing both figure
and background. The BU process precisely delineates the
object’s boundaries in the image.

The BU process is based on the SWA algorithm [46], [51],
which detects a hierarchy of homogenous regions at multiple
scales. The hierarchical nature of the BU process is a key
aspect of the combined segmentation. Some object parts, like
a horse ear, may be detected at fine scales and disappear at
coarser scales, whereas other parts, like the horse back, can
only be detected at coarser scales. The SWA algorithm used is
briefly described below, for details, see [46]. The segmenta-
tion hierarchy is identified by a recursive coarsening process,
in which homogeneous regions called “segments” at a given
level are used to form larger homogeneous segments at the
next level. In this manner, the image is segmented into fewer
and fewer segments, producing a hierarchical graph G(V, E),
in which each segment V/ at a level [ is connected with a
relating weight EJ; to another segment le“ at a coarser level
I+ 1, providing that the first was one of the segments used to
define the latter (Fig. 7). The weight of an edge connecting
two segments represents their similarity, taking into account
texture, average intensity, and boundary properties. This
connection weight increases as the similarity increases and is
normalized such that 3, El =1. Each segment V is
connected to a subset of the i 1mages pixels. These connections
are recursively determined by

ZEI IVZ 1

A segment qu(q) at the terminal level [ = 0 is connected to a
single pixel i = ¢. Note that at any level [ > 0, a pixel may be
connected with different weights to multiple parent
segments, providing a soft segmentation of the image. To

(18)
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Fig. 7. Hierarchical BU segmentation of the image. Segments at multiple
scales, identifying salient homogenous regions (a), are represented by a
graph G = (V, E) (b). The graph is constructed recursively, starting at
the pixel level I = 0: segments V' at a given level | are used to form
larger segments V! at the next level, as indicated by their connecting
edges E.

increase the computation efficiency in the combined
segmentation, a segmentation tree 7" is extracted from the
graph, where every segment Vil has only a single parent
Vj’+1 = par(V}') at the next coarser level. A segment’s parent
is chosen as that having the highest degree of overlap with
it (V! Npar(V})| is maximal).

The combined segmentation algorithm proceeds by
labeling each segment in the segmentation tree as either
“figure” (X! =1) or “background,” (X! =0). The labeling
of all segments, represented by X = ()Z'U, .,X'T), starts at
the root segments X" and progresses recursively until the
finest level X* = (X ..., X?). This level represents the
labeling of the image pixels and thus the final segmenta-
tion. We seek an optimal labeling of these segments that
results in a segmentation X that is as close as possible to
the TD segmentation S while minimizing the separation of
salient segments into figure and background parts. A
salient segment is defined in terms of its homogeneity
and contrast with its surrounding. For example, a uniform
black segment surrounded by a white background is highly
salient.

Using the above criteria, an optimal combination X
between a given BU and TD segmentation S is derived by
maximizing the following combination score:

—'(X, 5) + 9" (X).

The first term ¢!(X,S) models the agreement between the
TD segmentation S and the combined segmentation X. It
penalizes segmentations X that are far away in terms of
euclidean distance (squared) from the TD segmentation S:

Z(Sq - Xq0)27

q

(X, 5) = (19)

VX, 8) = (20)

where S, and X represent the TD and final labeling of
pixel g.

The second term ’(X) depends on parent-child (pait-
wise) labeling. It penalizes labeling X in which a segment
and its parent are labeled inconsistently:

=2 S

par Xl)) (21)

where (X!, par(X!)) is the labeling of segment i at level [ and
its parent, and the pairwise term ¢’ depends on the
segment’s saliency:

log(2 —TH | X! =

(X!, par(X})) = {logfl par(X)

Xl par(xl).

The segment’s saliency I'! is defined in [46], (2) and
renormalized here to be in (0, 1] and proportional rather
than inversely proportional to the segment’s saliency. The
penalty for inconsistent parent-child labeling is therefore
dependent on the child’s saliency: It is smaller for salient
than nonsalient segments, making the labeling of salient
segments more independent of their parents. Note, for
example, that changing the labeling of a segment whose
saliency is maximal (I = 1) does not change the penalty.
This captures the notion that if a segment is very different
from its surrounding, the two are not required to have the
same label.

The tree structure of the segmentation score (19) enables
global optimization using a simple version of the max-sum
algorithm [47]. In our case, ¢(X, S) is decomposed through
the segmentation tree 7T into the local terms of (X — S,)°
and ¢"(X!, par(X!)). The optimization can consequently be
obtained by a dynamic programming computation, which
requires only one BU and one TD message between
neighboring nodes. Each node sends one message m/ X (x)
to its parent during the BU phase and receives one message

X,( x) from its parent during the TD phase. Each message
consists of two values, one for Xg =0 and the other for
X! = 1. The optimal labeling of every node with respect to
(19) is given by combining the message it sent with the
message received from its parent:

mi(e) = mly (@) + mi, (2). (23)
By the end of this process, m! () is the max of ¥ (X, S) with
respect to X, when variable X! is held at X! =z. The
maximum of these two values (x =0 or 1) therefore
provides the label for X! in the configuration X maximizing
(19). The m! messages are also used to produce a confidence
map that indicates labeling confidence: Changing the
classification of a low confidence segment will not sig-
nificantly affect ¢(X,.S) in comparison to a similar change
in a high confidence segment. The certainty or confidence in
a segment’s labeling is therefore expressed using the
difference between the maximal value of ¢ when the region
is classified as a figure versus its maximal value when
classified as a background. A large difference between the
two values indicates high confidence, and vice versa. The
confidence 7!, for a region defined by a segment X! in the
segmentation tree, is given by 7l = |ml(1) — (0)| Two
different factors can produce low- confidence segmentation
regions. The first, which may be termed BU uncertainty,
arises in regions where there is no salient BU segment
matching the TD segmentation S. The second, TD un-
certainty, arises in regions where the TD classification votes
are ambiguous (S; — 0.5). These are usually regions where
the object shape is highly variable (such as the tail or legs in
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horses). In highly variable regions, the covering fragments
may be inconsistent with each other, resulting in opposite
labeling. These BU and TD uncertainties can be used to
automatically identify regions that may benefit from
additional processing. Section 5, Fig. 11 demonstrates the
use of this confidence map.

5 REsuLTs

We tested our segmentation scheme on four classes: horses
(320 images), cars (150), pedestrians (200), and runners (180).
The horse, runner, and car databases were collected by an
image search from the Internet and are available online.” The
runner images contained one to five runners. Those with
more than one were cropped to create a database of one
runner per image. The pedestrian MIT database [52] is also
available online. The images were highly variable and
difficult to segment, as indicated by the BU segmentation
results below. The horse images, for example, include horses
in different poses (running, standing, eating, etc.), with
different textures (for example, “Dalmation-like” horses) on
highly cluttered different backgrounds.

Each segmentation experiment consisted of two main
steps: fragment extraction (as described in Section 3.1) and
four iterations of image segmentation and fragment labeling
(Sections 4 and 3.2, respectively).

To evaluate the fragment labeling, we compared the
number of fragment pixels labeled consistently by the
automatic scheme versus a benchmark obtained through
the manual figure-ground labeling of these fragments by
two observers.

To evaluate the image segmentation (specifically, the
relative contribution of its BU, TD, and combination
components), the entire horse and runner databases and a
smaller subset of 50 cars were manually segmented, thus
providing a comparison benchmark. Three different mea-
sures were then examined using this benchmark:

The first, related to accuracy along the object boundary,
was the average distance (in pixel units) between a given
segmentation contour and the benchmark contour. The
second was a figure-consistency regional measure (sometimes
referred to as the Jaccard coefficient) that qualitatively
compares the agreement between the figure regions pro-
duced by the algorithm S and the figure regions judged
manually F' using the following ratio r = i?gg} . The maximal
ratio is 1.0, obtained only for perfect segmentation. The third
was an overall consistency measure that counts the total
number of pixels given the same label by the algorithm and
the benchmark, divided by the total number of pixels.

Table 1 and Fig. 8 summarize the results obtained for the
four classes.” Note that the TD segmentation improves the
BU results and that these two approaches are further
improved by their combination. For example, in horses, the
combined segmentation was, on average, 67 percent more

2. http:/ /www.dam.brown.edu/people/eranb/databases/.

3. The figure-ground segmentation constructed by the BU segmentation
was restricted to segments taken from one level below the coarsest level
(with an average of 3.4 segments). The resulting BU segments were then
labeled manually as figure or background to maximize their consistency
with the benchmark.

accurate than the TD contour alone (in terms of average
distance). This improvement was even larger in object parts
with highly variable shape. Note also that our algorithm
had more difficulties learning and segmenting the runner
than horse images.

The improvement offered by a multiscale combination
can be demonstrated by its comparison with that of a single
scale scheme. In the horse database, TD alone gives
0.58 figure consistency; the combined scheme limited to a
single scale (selected as scale with best performance) gives
0.65 figure consistency; and the combined scheme with
multiple scales gives 0.71 on the entire database. The overall
improvement is 0.13, where 0.07 is contributed by a single
scale, whereas additional 0.06 accuracy is added by multi-
scale combination. In the runners database, TD alone gives
0.23, combined scheme limited to a single scheme gives 0.3,
and the combined scheme with multiple scales gives 0.43.
The overall improvement in this case is therefore 0.2, where
single scales contribute 0.07 improvement and multiscale
contributes 0.13 to the improvement. The overall contribu-
tion of a single scale combination in these experiments is
therefore in the range of 30-54 percent of the maximal
contribution gained by using multiscale information.

The overall number of figure pixels covered versus the
size of the fragment set provides a measure of the fragment
selection efficiency. The plots in Fig. 8c compare the
efficiency of the original max-min selection algorithm [40]
with that of the selection method proposed here. This
comparison shows that our method derives more efficient
fragment sets and thus improved complete coverage of class
objects. For example, the first 150 fragments selected using
the pixel-based information criteria cover the same total area
as the first 344 fragments selected by the previous measure.

Fig. 9 shows the first 12 fragments extracted for each
class together with their automatic labeling. We also
compared the TD segmentation produced using the auto-
matically labeled fragments with the segmentation pro-
duced using the same fragments, labeled manually. The
results were of equal accuracy, illustrating the accuracy of
the automatic labeling (Fig. 10).

Fig. 11 shows some examples of BU, TD, and combined
segmentations, demonstrating the relative merits of these
approaches. Using the TD process, the objects are detected
correctly and covered as complete contiguous entities in all
images, despite their high variability in shape and cluttered
background. However, this process may produce a figure-
ground approximation that does not follow the image
discontinuities and may also miss or produce erroneous
figure regions (especially in highly variable regions such as
the horse legs and tail). This is expected from pure
TD segmentation, especially when fragments are extracted
from as few as 50 training images. Salient BU segments can
correct these errors and delineate precise region boundaries.
However, they face difficulty in grouping relevant regions
and identifying figure-ground boundaries. In these cases,
the TD process completes the missing information. Even the
combined process cannot always compensate, however, for
cases where the TD completely misses a part of the object (for
example, the horse legs in the third row).

Fig. 12 shows more examples for the other classes. The
combination stage is similar to the TD stage but with
significantly improved accuracy along the boundaries
(Table 1).
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TABLE 1
Class Results

Fragment Selection & Labeling

Horses | Pedestrians | Runners | Cars
(320) (200) (180) (150)
Number of source images 50 19 30 50
Number of candidates 5496 1956 2706 1132
Number of class-specific fragments 123 86 122 99
Number of covering fragments 336 200 250 221
Labeling consistency — 1°7 iteration 92% 87% 65% 89%
Labeling consistency — last iteration 94% 90% 84% 91%
Segmentation
Horses | Runners | Cars
Number of segmented images 320 180 50
Distance measure (pixels)
BU 17 16.3
TD 5.21 7.28 12.27
Combination (BU + TD) 1.68 6.67 8.05
Figure consistency (|F' N S|/|F US)|)
BU 0.51 0.13
TD (entire database) 0.58 0.26 0.4
TD + BU single scale (entire database) 0.65 0.3
TD + BU multi-scale (entire database) 0.71 0.43 0.8
TD (best 200 horses, 120 runners) 0.71 0.31
TD + BU single scale (best 200 horses, 120 runners) 0.78 0.37
TD + BU multi-scale (best 200 horses, 120 runners) 0.8 0.53
Overall consistency (%)
BU 67% 78%
TD (entire database) 84% 81% 89%
TD + BU single scale (entire database) 85% 82%
TD + BU multi-scale (entire database) 87% 82% 93%
TD (best 200 horses, 120 runners) 88% 84%
TD + BU single scale (best 200 horses, 120 runners) 90% 85%
TD + BU multi-scale (best 200 horses, 120 runners) 92% 86%

(a) Fragment selection and labeling. (b) Segmentation.

The contribution of the resulting segmentation to object
detection was also tested and evaluated by ROC curves
(detection rate versus false alarm rate). We compared the
ROC curves of two detection methods (Fig. 13). The first
uses a standard likelihood ratio test in the form of (11)
without the segmentation consistency term (A = 0) and the
second with it (A =15). As seen in these curves, the
segmentation consistency term significantly improves de-
tection performance. Overlapping detected fragments are
more likely to be figure-ground consistent when detected
on the correct object. A consistency criterion therefore helps
reduce false alarm rates by rejecting inconsistent detections
resulting from a naive bayes assumption.

5.1 Comparison with Related Work

A quantitative comparison with related work is problematic
due to the lack of standardized experimentation of such
algorithms across the community—specifically, the choice
of different databases, as well as subset of images used; the
choice of information sources (for example, gray-level
versus color or texture) and the evaluation measures used
(overall consistency, figure-consistency, etc.). For instance,
overall consistency, which compares the total number of
pixels given the same label by the algorithm and the
benchmark, divided by the total number of pixels, is the
most popular measure used for reporting segmentation

results. However, it does not necessarily provide a true
indication of the segmentation accuracy: The baseline of this
measure depends on the number of background pixels in
the image. For example, if 90 percent of the image is
background, then an algorithm that labels everything as
background will perform a 90 percent consistency on this
image. For the same reason, it may not be significantly
affected by large deviations of the boundary. Therefore, to
better compare this work with related approaches, we
present here a number of comparisons, both quantitative
and qualitative.

As described, our segmentation scheme was tested on
four classes: horses (320), cars (150), pedestrians (200), and
runners (180). The experiments use only gray-level in-
formation, thus posing more challenging segmentation than
experiments using color information or experiments invol-
ving select images alone. The overall consistency for our
combined approach in the horse database was 87 percent
for the entire database and 92 percent for selected 200 horse
and 82 percent for the entire runner database and 86 percent
for selected 120 runners. (The selected examples were
images in which the combined segmentation was most
successful.) See Table 1 for additional results.

Kumar et al. [18] cite results with various cow and horse
images (the numbers are not noted). For the cow images,
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Fig. 8. The plots compare the TD segmentation and the final combined
segmentation results for each image in the horse (320) and runner (180)
databases. The results are given in terms of the (a) figure-consistency
measure {03 and (b) overall consistency and are ordered from the
worst to best final combined segmentation. Note that the combined
segmentations are usually above the TD segmentations. (c) The
fragment covering plot shows selection efficiency. It compares the
average cover area of objects versus the number of selected fragments
obtained by two different selection methods. The red curve (lower) is for
the original max-min selection and the blue curve (upper) is for the
modified version proposed in this paper (Section 3.1).

95.82 percent of the foreground pixels and 98.72 percent of
the background pixels were labeled consistently. For the
horse images, 89.39 percent of the foreground pixels and
99.5 percent of the background pixels were labeled

consistently. Winn and Jojic [19] report two types of results
for their approach. The first takes into account color
information, the second texture: The consistency for 200 of
the horse images was 93.1 percent (color) and 93.0 percent
(texture) and for the side view of 20 cars 91.4 and 94 percent,
respectively. Winn and Shotton [20] report an overall
consistency of 96.5 percent and figure consistency of 0.67
on 34 manually labeled cars.

In summary, our scheme is unique compared with other
approaches (reviewed in Section 2) in the following
combination of properties: The algorithm learns the
segmentation on its own using a small training set of still
images thus minimizing manual intervention. This property
stands in contrast to other methods requiring manual
parameter of structure setting (for example, [11], [22], and
[20]), as well as methods requiring large video sequences
(for example, [18]). The fragment-based representation
addresses high variability in object shape and appearance.
This property stands in contrast to methods that are limited
in their ability to account for high object variability (for
example, [20], [19], and [17]). The TD part adds a novel
labeling consistency constraint (13) that improves segmen-
tation and detection results. It also provides a full rather
than a partial object cover (for example, [27]). The
combination with hierarchical BU segmentation takes into
account object boundaries at multiple scales. This is in
contrast to the combination methods that take into account
boundaries at a single level, usually the pixel level (for
example, [23], [24], and [18]).

6 CONCLUSIONS

This paper describes an image segmentation scheme that
combines fragment-based TD segmentation with a multi-
scale hierarchical BU segmentation. When applied to a
training set of nonsegmented class images, the method
automatically learns a fragment bank consisting of image
patches containing common object parts. This bank is used
to segment the training images, as well as novel class
objects. The method is able to address complex images
characterized by high object variability and cluttered
backgrounds. This is because each object part can be
covered by a variety of fragments representing its different
possible appearances (for example, a large repertoire of
horse heads) and because the fragments themselves are
allowed to move with respect to each other as long as they
preserve figure-ground and spatial consistency. The meth-
od therefore produces a full cover of the object, and the BU
is only required to make a final adjustment of the precise
boundary location.

The scheme represents an integrated segmentation and
recognition system: Recognition and segmentation are
intertwined rather than proceeding in a serial or feed-
forward manner. Detection of characteristic object parts
initializes the segmentation, and the resulting segmentation
is used to improve object detection.

Similar representations have been used in the past for
object classification, but for the purpose of segmentation,
this representation was extended in two basic ways. The
first is a figure-ground label that segments each stored
fragment into its figure and background parts. This figure-
ground labeling makes it possible to use the stored
fragments for figure-ground segmentation of images. A
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Fig. 9. Fragments and their automatic labeling. The first 12 fragments for the horse, pedestrian, runner, and car classes, together with their figure-

ground labeling, as learned by the algorithm.
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Fig. 10. TD segmentation produced by manually labeled fragments versus those labeled automatically. Left to right: input image, low-resolution input
for our segmentation scheme, figure-ground segmentation map produced by manually labeled fragments, and figure-ground segmentation map

produced by automatic fragment labeling.

“figure-ground consistency measure” between overlapping
fragments was also introduced to improve cover consis-
tency, leading to an overall improvement in both segmenta-
tion and recognition. Second, the use of fragments for
segmentation requires an overcomplete object representa-
tion, in which fragments overlap and are thus able to
produce complete rather than partial object covers. To do
so, a new algorithm was designed to extend the fragment
set, such that it included both class specific detection
fragments and covering fragments.

In Section 3.2, we presented a method that is able to learn
the figure-ground segmentation of complicated objects
using difficult sets of unsegmented training images. This
learning stage was motivated in part by evidence indicating
that the human visual system is capable of learning to
segment unfamiliar objects even from complex training

images [29]. The learning principle is that the figure part of
the fragment is likely to contain features that repeat
consistently in class images, whereas its background part
is far more arbitrary and variable. The learning improves
through iterative refinement (bootstrapping): As the system
segments more and more images, the segmentation of
individual fragments improves the segmentation of entire
objects, which in turn refines the segmentation of individual
fragments.

The combined segmentation integrates the predicted
object shape, given by the (TD) stored object representations
and the (BU) image content. The combination applies an
efficient message-passing algorithm using a single BU and
single TD pass within the segmentation tree. The tree itself
defines salient image regions (in terms of color, intensity,
and texture) from multiple scales. This is a key point, since
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final (combined) segmentation X (q), the figure-ground contour superimposed on the input image, and confidence in the final classification. Red/blue
represents figure/ground classification, and brightness represents classification confidence.
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Fig. 12. More examples. Left to right: input image, TD input (low-resolution), TD cover, BU segmentation (three different scales), and combination
output.
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different object parts may be detected at different image
scales. The combination also provides a confidence map
that identifies image regions where the segmentation may
not be accurate and might thus be improved by further BU
or TD information. The hierarchical combination method
has broad applicability, making it possible to combine a
range of TD and BU approaches.

A remaining difficulty of the current cover construction
scheme is that the TD part is performed on a single scale
alone. The scheme takes into account only low-resolution
images, which impedes the detection of narrow regions
with high variability. To address this, we propose a future
multiresolution scheme along the following lines: The ROI
of a given subset of fragments in a fine scale would be
determined by the detection of a single fragment at the next
coarser level. For example, a blob at a coarse scale may be
decomposed into ears, nose, and neck in the class of cows.
Once this hierarchy of fragments (or ROIs) is defined (or
learned automatically), a similar process to that described in
Section 3.3 would be applied to produce a hierarchical
object cover.

The object cover method can be applied to a given image
several times until all class objects are detected and
segmented. However, we did not evaluate the performance
of the method on images containing more than a single class
object.

In the future, the scheme may be extended in several
directions. The first, as mentioned above, is to construct
hierarchical fragment representation for TD segmentation.
Another important extension would be to handle multiple,
possibly occluding objects in the same image. The object
cover could be applied to a given image several times, until
all class objects are detected and segmented. An intriguing
but challenging extension is the possible use of semantic
information. Figure-ground and spatial consistency by
themselves may not be enough to produce optimal object
covers. For example, sometimes, both the spatial and
consistency constraints that we applied allow the algorithm
to cover horses with more (or less) than four legs. It will be
useful to find how semantic information (for example,
semantic meaning of fragments) can be learned from
training data and incorporated into the current scheme to
address these difficulties.
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