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Abstract

The success of a multimedia information system depends heavily on the way the data is represented. Although there are “natural” ways to represent numerical data, it is not clear what is a good way to represent multimedia data, such as images, video, or sound. In this paper we investigate various image representations where the quality of the representation is judged based on how well a system for searching through an image database can perform - although the same techniques and representations can be used for other types of object detection tasks or multimedia data analysis problems. The system is based on a machine learning method to develop object detection models from example images that can subsequently be used for example to detect - search - images of a particular object in an image database. As a base classifier for the detection task we use support vector machines (SVM), a kernel based learning method. Within the framework of kernel classifiers we investigate new image representations/kernels derived from probabilistic models of the class of images considered, and present a new feature selection method which can be used to reduce the dimensionality of the image representation without significant losses in terms of the performance of the detection - search
Index terms: Machine learning, object detection, support vector machines, image representation, multimedia data search.

1 Introduction

An important research issue in the field of multimedia data analysis is that of choosing the right representations for the data (images, sounds, video, etc). Whether it is for searching, indexing, comparison, etc, it is clear that the way the multimedia data are represented can significantly influence the performance for the various data analysis tasks. In this paper we focus on a particular task, namely that of detecting real-world objects in images for example for the purpose of searching in image databases, and we study the problem of choosing image representations for this task. Although we focus on object detection in images, a difficult multimedia analysis problem, the methods and experiments we present can be applied to any multimedia analysis task. We compare various standard and new representations in terms of how they influence the detection rate for new images and therefore
the success of a multimedia search system. We also propose a new feature selection method that we use to create compact multimedia representations without significantly influencing the performance of the detection system.

Detection of real-world objects in images, such as faces, is a problem of fundamental importance in many areas of multimedia information systems (see [36] and references therein). An object detection system can be used as a component of an intelligent multimedia system: in this case, for example one seeks to find images containing specific objects, such as cars, faces, people, trees, etc, in an image or video database. Effective indexing into image and video databases relies on the detection of different classes of objects. Other image processing tasks also rely heavily on detection systems: for face - or other object recognition - the face must first be detected before being recognized; for autonomous navigation, obstacles and landmarks need to be detected.

Detection of objects in images and video presents interesting challenges due to the significant variability in shape, color, and pose, and the typically high dimensionality of feature vectors. Another main problem is context, that is background. Since we are interested not simply in classifying the type of scene or image but also in finding images containing specific objects,
the backgrounds against which the objects lie are unconstrained.

Initial work on object detection used template matching approaches with a set of rigid templates or hand-crafted parameterized curves [2, 39]. These approaches are difficult to extend to more complex objects such as people, since they involve a significant amount of prior information and domain knowledge. Other systems detect objects in video sequences focusing on using motion and 3D models or constraints to find people: Tsukiyama & Shirai [31], Leung & Yang [16], Hogg [11], Rohr [26], Wren, et al. [40], Heisele, et al. [10], McKenna & Gong [17]. In this paper we consider the issue of detection objects in single static images in unconstrained environments with cluttered backgrounds, while making no assumption on the scene structure.

In recent research the detection problem has been solved using learning-based techniques that are data driven. This approach was used by Sung and Poggio [30] and Vaillant, et al. [33] for the detection of frontal faces in cluttered scenes, with similar architectures later used by Moghaddam and Pentland [18], Rowley, et al. [27], and Osuna et al. [21]. In this paper we take the learning based approach to object detection. Because of the high dimensionality of feature vectors, we focus on the use of support vector machines (SVM) classifiers [34] as the core engine of these systems [23].
As already mentioned, a major issue in such systems is choosing an appropriate image representation. We investigate the role of image representation for object detection using kernel machine classifiers such as SVM. In particular, we present experimental results comparing different image representations for both face and people detection. The image representations we used were either projections onto principal components (i.e. eigenfaces [18]), projections on wavelets, raw pixel values, or, finally, features derived from probabilistic models [30]. In this paper we compare these representations, and also link them through the choice of kernels in the SVM classifier.

The structure of the paper is as follows. Section 2 contains a description of the object detection system and a short review of SVM's. Section 3 presents experimental comparisons for face and people detection using different image representations. Subsequently, the effects of histogram equalization are discussed. Section 4 discusses the problem of feature selection, and presents a method for feature selection using SVM. Section 5 discusses the development of new image representations derived from probabilistic models. We conclude with some comments in Section 6.
2 Background

2.1 A trainable system for object detection

We outline the trainable system for object detection that we used in this work. The system is based on [23] and can be used to learn any class of objects. The overall framework has been motivated and successfully applied in the past [23]. The system consists of three parts:

1. A set of positive example images of the object class considered (e.g. images of frontal faces) and a set of negative examples (e.g. any non-face image) are collected. The positive examples are scaled images of the object class that have been aligned so that they are all in approximately the same position in the image (see 1).

2. The images are transformed into (feature) vectors in a chosen representation (e.g. a vector of the size of the image with the values at each pixel location - below this is called the “pixel” representation).

3. The vectors (examples) are used to train a pattern classifier, in our case an SVM, to learn the classification task of separating positive from negative examples.
To detect objects in out-of-sample images, the system slides a fixed size window over an image and uses the trained classifier to decide which patterns show the objects of interest. At each window position, we extract the same set of features as in the training step and feed them into the classifier; the classifier output determines whether or not we highlight that pattern as an in-class object. To achieve multi-scale detection, we iteratively resize the image and process each image size using the same fixed size window.

Two closely related choices need to be made: the representation in the second stage, and the kernel of the SVM (see below) in the third stage. This paper focuses on these two choices.

In the experiments described below, we used the following data:\footnote{Available at http://www.ai.mit.edu/projects/cbcl/}

- For the face detection systems, we used 2,429 positive images of frontal faces of size 19x19 (see figure 1), and 13,229 negative images randomly chosen from large images not containing faces. The systems were tested on new data consisting of 105 positive images and around 4 million negative ones.

- For the people detection systems, we had 700 positive images of people
of size 128x64 (see figure 1), and 6,000 negative images. The systems were tested on new data consisting of 224 positive images and 3,000 negative ones (for computational reasons, only for Figure 8 we used more test points: 123 positive and around 800,000 negative ones).

The performances are compared using Receiver Operating Characteristic (ROC) curves [23] generated by moving the hyperplane of the SVM solution by changing the threshold $b$ (see below), and computing the percentage of false positives and false negatives for each choice of $b$. In the plots presented the vertical axis shows the percentage of positive test images correctly detected ($1 - \text{false negative percentage}$), while the horizontal axis shows one false positive detection per number of negative test images correctly classified.

2.2 Support vector machine classification

Support vector machines (SVM) are a technique to train classifiers \(^3\) that is well-founded in statistical learning theory [34]. One of the main attractions of using SVM is that they are capable of learning in \textit{sparse, high-dimensional}\(^3\) SVM can be used also for regression and density estimation problems [34].
spaces with very few training examples. SVM accomplish this by minimizing a bound on the empirical error and the complexity of the classifier, at the same time.

Let $\alpha$ be the vector of model parameters (in the case of SVM $\alpha$ has the same dimensionality than the input examples - see below), $R_{emp}(\alpha)$ the empirical error, and $R(\alpha)$ expected error of the computed model. Statistical Learning Theory provides probabilistic bounds on the distance between the empirical and the expected risk for any model parameters. The bounds involves the number of examples $\ell$ and the capacity $h$ of the parameter space, a quantity measuring the “complexity” of the space from where the model is computed. Appropriate capacity quantities are defined in the theory, the most popular one being the VC-dimension [35] or scale sensitive versions of it [15, 1]. The bounds have the following general form: with probability at least $\eta$

$$R(\alpha) \leq R_{emp}(\alpha) + \Phi \left( \frac{h}{\ell}, \eta \right),$$

where $\Phi$ is an increasing function of $h/\ell$ and $\eta$. For more information and the exact forms of the function $\Phi$ we refer the reader to [35, 34, 1]. Intuitively,
if the capacity of the model parameters in which we minimize the empirical error is very large and the number of examples is small, then the distance between the empirical and expected risk can be large and overfitting is very likely to occur.

This controlling of both the training error and the classifier’s complexity has allowed SVM to be successfully applied to very high dimensional learning tasks such as face detection [21], 3-D object recognition [24], stop word detection in speech signals [19], and text categorization [14]. We will make use of this property of being able to apply SVM to very high dimensional classification problems.

The separating boundary implemented by an SVM is of the form:

\[ f(x) = \sum_{i=1}^{\ell} \alpha_i y_i K(x, x_i) + b \]  \hspace{1cm} (1)

where \( \ell \) is the number of training data \((x_i, y_i) \in X \times \{-1, 1\}\), (for example in our case \(x_i\) is an image and \(y_i\) is 1 if the image is in-class - i.e. an image of a face or a pedestrian - and -1 otherwise) \(\alpha_i\) are nonnegative parameters learned from the data, and \(K(\cdot, \cdot)\) is a kernel that defines a dot product between projections of the two arguments in some feature space [34, 38]
where a separating hyperplane is then found (see below). For example, when $K(x, y) = x \cdot y$ is chosen (linear kernel), the separating surface is a hyperplane in the space $X$ (input space). Classification of a new input $x$ is done by taking the sign of $f(x)$.

The main feature of SVM is that it finds, among all possible separating surfaces of the form (1), the one which maximizes the distance between the two classes of points (as measured in the feature space defined by $K$). Figure 2 shows this idea in the case of a linear kernel. The support vectors are the nearest points to the separating boundary and are the only ones (typically a small fraction of the training data) for which $\alpha_i$ in Equation (1) is positive. The distance of the closest one from the boundary is:

$$d^{-1} = \sqrt{\sum_{i,j=1}^{t} \alpha_i \alpha_j y_i y_j K(x_i, x_j)}$$

The support vectors are the nearest points to the separating boundary. The intra-class distance, also called margin, is twice the distance of a support vector from the boundary, $2d$. The margin is an important quantity because it can be taken as an indicator of the separability of the data and consequently of the “goodness” of the representation used. In fact it can be
theoretically shown that the quantity $\frac{R^2}{\delta}$, with $R$ the radius of the smallest sphere containing the data points, is a measure of the model complexity of the SVM [34]. It may be that different input representations and/or kernel functions lead to quite different geometries of the data (i.e. different margins), which in turn influences the performance of the SVM.

2.2.1 A short overview of kernels

The central issue when using an SVM is the choice of the kernel function $K$. It is well know by now in the Kernel Machine community, that kernel $K$ needs to satisfy some admissible properties know as Mercer property [34] which read: (i) $K$ is continuous, (ii) $K(x, t)$ is a symmetric function of $x$ and $t$, and (iii) $K$ is positive definite, i.e. for any integer $m$ and any set of points $\{x_1, \ldots, x_m\} \subset X$, matrix $M_{ij} = K(x_i, x_j)$ is positive definite.

A consequence of (i)–(iii) is that $K(x, t)$ can be re-written as

$$K(x, t) = \sum_{n=1}^{\infty} \lambda_n \phi_n(x) \phi_n(t). \tag{2}$$

where $\phi_n(x)$ are the eigenfunctions of the integral operator associated to kernel $K$ and $\lambda_n$ their eigenvalues [5]. By setting $\Phi(x)$ to be the sequence
\( \left( \sqrt{\lambda_n} \phi_n(x) \right)_n \), we see that \( K \) is a dot product in a Hilbert space of sequences (feature space), that is, \( K(x, t) = \Phi(x) \cdot \Phi(t) \). Of course, kernel \( K \) can also be defined/built by choosing the \( \phi \)'s and \( \lambda \)'s but, in general, those do not need to be known and can be implicitly defined by \( K \).

Standard examples of Mercer kernels are the Gaussian kernel, \( \exp \left( \frac{\|x-t\|^2}{2\sigma^2} \right) \), and an \( n^{th} \) degree polynomials \( (x \cdot y + 1)^n \). Associated to kernel \( K \) there is also a space of functions where the SVM is learned/selected. Such a space is known as Reproducing Kernel Hilbert Space. See [34, 28, 6, 4] for more details on kernels. A rigorous mathematical development about kernels and RKHS is given in [5].

With a suitable choice of the kernel, the data can become separable in the feature space despite the fact that they may not be separable in the original input space. For example using a Gaussian kernel it is always possible to separate the data as soon as a sufficiently small value of the variance of the Gaussian is chosen (likewise a polynomial kernel of sufficiently high degree can separate any data). If this parameter is too small or too large the SVM may overfit or underfit the data. When sufficient data is available this parameter can be found using a validation set. However it is also possible to
get an estimate of the “best” kernel parameter(s) directly, without the use of validation data [3].

An important problem is that of devising methods building/engineering the kernel function \( K \) for a given machine learning problem. One approach is to choose a kernel which is invariant under certain transformations in space \( X \) which reflect the prior knowledge on the problem at hand [29]. A different approach consists of inferring a kernel from probabilistic models generating the data [12, 9]. We will come back to this issue in Section 5 where we will derive a kernel function from a probabilistic model generating images of an object class such as faces.

3 Comparison of representations for face and people detection

3.1 Pixels, principal components, and Haar wavelets

Using the experimental setup described above, we conducted experiments to compare the discriminative power of three different image representations:

- The pixel representation: train an SVM using the raw pixel values
scaled between 0 and 1 (i.e. for faces this means that the inputs to the SVM machine are $19 \cdot 19 = 361$ dimensional vectors with values from 0 to 1 - before scaling it was 0 to 255).

- The *eigenvector (principal components) representation*: compute the correlation matrix of the positive examples (their pixel vectors) and find its eigenvectors. Then project the pixel vectors on the computed eigenvectors. We can either do a full rotation by taking the projections on all 361 eigenvectors, or use the projections on only the first few principal components. We discuss this issue in Section 3. We rescaled the projections to be between 0 and 1.

- The *wavelet representation*: consider a set of Haar wavelets at different scales and locations (see Figure 3), and compute the projections of the image on the chosen wavelets. For the face detection experiments we used all wavelets (horizontal, vertical and diagonal) at scales $4 \times 4$ and $2 \times 2$ since their dimensions correspond to typical features for the size of the face images considered. We had a total of 1,740 coefficients for each image. For the people detection system we considered wavelets at scales $32 \times 32$ and $16 \times 16$ shifted by 8 and 4 pixels respectively. We had a total
of 1,326 coefficients. We rescaled the outputs of the projections to be between 0 and 1. A key motivation for using Haar wavelets comes from neuroscience, where there is a large body of literature (see for example [25]) supporting that neurons in the visual system, in particular at the early stages, act like oriented filters that have the shape of wavelets, many in the shape of oriented Haar wavelets. We have therefore tested this scheme in an engineering application.

3.2 Experiments

Figure 4 shows the results of the experiments comparing the representations described above. In all these experiments a second order polynomial kernel was used. The motivation for using such a kernel is based on the experimental results of [21, 23]. Throughout the paper, notice the range of the axis in all the plots in the figures: the range varies in order to show clearer the important parts of the curves.

These experiments suggest a few remarks. First notice that both the pixel and eigenvector representations give almost identical results (small differences due to the way the ROC curves are produced are ignored). This is an
observation that has a theoretical justification that we discuss in Section 3.3. Second, notice that for faces the wavelet representation performs about the same as the other two, but in the case of people, the wavelet representation is significantly better than the other two. This is a finding that was expected [23, 20]: for people pixels may not be very informative (i.e. people may have different color clothes), while wavelets capture intensity differences that discriminate people from other patterns [23]. On the other hand, for faces at the scale we used, pixel values seem to capture enough of the information that characterizes faces. Notice that all the three representations considered so far are linear transformations of the pixels representation. This takes us to the next topic.

3.3 Linear transformations and kernels

As discussed in Section 2.2, a key issue when using a SVM is the choice of the kernel $K$ in Equation (1). The kernel $K(x_i, x_j)$ defines a dot product between the projections of two inputs $x_i, x_j$, in a feature space, noted with $\Phi$ in Section 2.2. Therefore the choice of the kernel is very much related to the choice of the “effective” image representation. So we can study different
representations of the images through the study of different kernels for SVM.

In particular there is a simple relation between linear transformations of the original images, such as the ones considered above, and kernels. A point (image) \( x \) is linearly decomposed in a set of features \( c = c_1, \ldots, c_m \) by \( c = Ax \), with \( A \) a real matrix (we can think of the features \( c \) as the result of applying a set of linear filters to the image \( x \)). If the kernel used is a polynomial of degree \( m^4 \) (as in the experiments), then \( K(x_i, x_j) = (1 + x_i \cdot x_j)^m \), while 

\[
K(c_i, c_j) = (1 + c_i \cdot c_j)^m = (1 + x_i^T (A^TA)x_j)^m.
\]

So using a polynomial kernel in the “\( c \)” representation is the same as using a kernel \( (1 + x_i^T (A^TA)x_j)^m \) in the original one. This implies that one can consider any linear transformation of the original images by choosing the appropriate square matrix \( A^TA \) in the kernel \( K \) of the SVM.

As a consequence of this observation, we have a theoretical justification of why the pixel and eigenvector representations lead to the same performance: in this case the matrix \( A \) is orthonormal, therefore \( A^T A = I \) which implies that the SVM finds the same solution in both cases. On the other hand, if we choose only some of the principal components (like in the case of eigenfaces

\[\text{[4] Generally this holds for any kernel for which only dot products between input arguments are needed - i.e. also for Radial Basis Functions.}\]
(32)), or if we project the images onto a non-orthonormal set of Haar wavelets, the matrix $A$ is no longer orthonormal, so the performance of the SVM may be different. Figure 5 shows the kernel $K(x, y)$ that results when the basis functions $\phi_i(x)$ in Equation (2) are a complete set of Haar wavelets, while the $\lambda_i$ in (2) are decreasing as the frequency of the Haar wavelet $\phi_i(x)$ increases. Arguments $x$ and $y$ are 1-d in this case. Notice that if $\lambda_i = 1$ for all $i$, then $K(x, y)$ would be 1 if $x = y$ and 0 otherwise, since a complete Haar basis is used as features.

We can compare the performance of a machine that uses all eigenvectors (full rotation) or Haar wavelet projections with the one that uses only some of them - therefore matrix $A$ above changes. This takes us to the following questions: first, how does SVM perform with high-dimensional input data? Second, how can we select some of the original input features in a principled way? These two questions are discussed in Section 4. Before discussing this, we briefly mention some experimental results regarding the effects of histogram equalization, a non-linear transformation, on the performance of the system.
3.4 Histogram equalization

We now discuss the experimental finding that histogram equalization (H.E.), a non-linear transformation of the “pixel” representation, improves the performance of the detection system on our databases of images. Given an image, H.E. is performed in two steps: first the pixel values (numbering 0 to 255) are grouped into the smallest number of bins so that the distribution of the number of pixels in the image is uniform among the bins; then we replace the pixel values of the original image with the values (rank) of the bins they fall into. More information on H.E. can be found in the literature (i.e. [13]). Figure 6 shows an image of a face used for training, and the same face after H.E.

We tested the systems described in Section 2.1, this time after performing H.E. on every input image. Only for the wavelet representation, instead of projecting histogram equalized images on the chosen wavelets, we transformed the outputs of the projections of the original images on the wavelets using a sigmoid function. This operation is (almost) equivalent to first performing H.E. and then projecting on the wavelet filters the histogram equalized image (assuming Gaussian-like histogram of the original image). Figure
7 shows the performance of the detection system. Both for face and people
detection the performance increased dramatically.

H.E. has been extensively used for image compression and in this case
it is straightforward to show that H.E. is a form of Vector Quantization [7]
and is an effective coding scheme. Classification is however different from
compression and it is an open question of why H.E. seems to improve so
much the performance of our SVM classifier. Here we offer a conjecture:

Suppose that a transformation satisfies the following two conditions:

- it is a legal transformation of the input vector, that is it preserves the
class label;

- it increases the entropy of the input set, leading to a more compressed
  representation.

We conjecture that such a transformation will improve the performance
of a SVM classifier.

Notice that H.E. is a transformation of the images that satisfies the above
conditions: i.e. faces remain faces, and non-faces remain non-faces (of course
one can design images where this does not hold, but such images are very
unlikely and are not expected to exist among the ones we used for training
and/or testing). Moreover H.E. leads to a more compressed representation of the images (in terms of bits needed to describe them). Of course the first condition relies on prior information. In the case of H.E. applied to images we know a priori that H.E. is a transformation embedding "illumination invariance": images of the same face under different illuminations can be mapped into the same vector under H.E. Thus performing an H.E. transformation is roughly equivalent to using a larger training set containing many "virtual examples" generated from the real examples [8, 37] by changing the global illumination (mainly the dynamic range). Of course a larger training set in general improves the performance of a classifier. So this may explain the improvement of the system. The virtual examples (implicitly “added” by using a compressed representation through H.E.) capture partially the “a priori” information that changes in illumination do not affect the identity of the objects in the images.

In the case of the SVM classifier we have used, it is likely that H.E. makes the space of images “more discrete”: there are fewer possible images. This may correspond to a better (more uniform) geometry of the training data (for example, after H.E. there may be a larger margin between the two classes) that leads to a better separating surface found by the SVM.
Thus our conjecture claims that H.E. improves classification performance because it does not change, say, faces into non-faces: this is “a priori” information about the illumination invariance of face images. H.E. exploits this information. One may be able to formalize this either through a compression argument, or through the equivalence with virtual face examples, or possibly through a geometric argument. This “a priori” information is true for face and people images, but may not hold for other ones, in which case H.E. might not improve performance. In general, because of the same arguments outlined above, we expect that any transformation of the original images that “effectively” takes advantage of prior information about the class of images considered and compresses their signatures, will improve the performance of the system.

4 Input feature selection using SVM

Multimedia data, such as images or video, are typically represented or stored as very high dimensional vectors. For example if one chooses to represent images using the pixel representations, then for example a $100 \times 100$ image is a vector of 10000 numbers in the black and white case (30000 for the a
standard color case such as RGB). Clearly the processing time for searching or performing other operations for such systems is highly impacted by the fact that the data are so high dimensional. It is therefore practically important to find compact representations of multimedia data, while at the same time not affecting significantly the performance of systems such as detection/search ones (due to loss of information because of the compactness of the representation).

This section addresses the issue of selecting only a few of the features typically used for representing images without degrading the performance of our detection system. One important problem with features selection is the multiple use of the data: the same training set is used first to train the system using all the features, then to select the important features, and finally to retrain the system using only the selected features. The multiple use of training data may lead to overfitting, so it is unclear a priori that selecting features can improve performance.

In order to investigate these issues, we performed several experiments where the object detection systems were trained with different numbers of input features. To this purpose we have developed a method for automatically selecting a subset of the input features within the framework of SVM.
4.1 A Method for feature selection using SVM

Our feature selection method is based on the observation that the most important input features are the ones for which, when removed or modified, the separating boundary \( f(x) = 0 \) varies the most. Instead of the variation of the boundary we can consider the average variation of the value of the function \( f(x) \) in a region around the separating boundary. The motivation is that perturbations of the separating boundary \( (f(x) = 0) \) will influence the classification of points only in the area around the separating boundary, and in classification we are interested not in the actual values of the function \( f(x) \) but in the classification of the points (based on the sign of \( f \)). For points away from the separating boundary, any changes to the real values of \( f \) are not important as long as the sign of \( f \) in those areas does not change, which we can safely assume to be the case if \( f \) is only perturbed and therefore a very positive value still remains positive and a very negative one is still negative.

We approximate the average change of the value of the function \( f(x) \) when we remove a feature with the average change of \( f \) when we perturb the values of a feature. Since we are interested in the relative importance of the features, we make the simplifying assumption that if the average change of
the values of $f$ around the separating boundary when we remove feature $r$ is bigger than that when we remove feature $t$, then the average change of $f$ when we perturb the values of feature $r$ is also bigger than that when we perturb the values of feature $t$. Under this assumption, we estimate the average change of $f$ in the neighborhood around the separating boundary $f(x) = 0$ by computing the derivative of $f(x)$ with respect to an input feature $x^r$ and integrating the absolute value (we are interested in the magnitude of the derivative) in a volume $V$ around the boundary:

$$I^r = \int_V dP(x) \left| \frac{df}{dx^r} \right| .$$

In practice we cannot compute this quantity because we do not know the probability distribution $P(x)$ of the data (the images). Instead we can approximate $I_r$ with the sum over the support vectors\(^5\):

$$I^r \approx \sum_{i=1}^{N_w} \left| \frac{df}{dx^r} \right| = \sum_{i=1}^{N_w} \sum_{j=1}^{N_w} \alpha_j y_j K^r(x_j, x_i) . \quad (3)$$

where $N_w$ is the number of support vectors and $K^r(x_j, x_i)$ is the derivative

\(^5\)For separable data these are also the points nearest to the separating surface. For non-separable data we can take the sum over only the support vectors near the boundary.
of the kernel with respect to the \( r^{th} \) dimension evaluated at \( \mathbf{x}_i \). For example for \( K(\mathbf{x}_j, \mathbf{x}_i) = (1 + \mathbf{x}_j \cdot \mathbf{x}_i)^2 \), this is equal to \( R(\mathbf{x}_j, \mathbf{x}_i) = (1 + \mathbf{x}_j \cdot \mathbf{x}_i)\mathbf{x}_i^r \)

where \( \mathbf{x}_i^r \) is the \( r^{th} \) component of vector \( \mathbf{x}_i \).

Once the \( I_r \)'s in Equation (3) have been computed, we can rank them in decreasing order and select the top \( s \) features according to this rank. Alternatively we can fix a parameter \( g \in (0, 1) \) and select those feature for which \( I_r \) is greater then \( g(I_{\text{max}} - I_{\text{min}}) + I_{\text{min}} \). Below we follow the first approach.

Notice that the computation of the derivative in Equation (3) is only an approximation to the actual derivative; changing the value of a feature may also lead to different solution of the SVM, namely different \( \alpha \)'s. We assume that this change is small and we neglect it. To optimized this, we can choose large \( s \) (i.e. only few features are discarded), and iterated the feature selection procedure. However, in the experiment below we have found that selecting the feature in one step gives very similar results to an iterative procedure.
4.2 Experiments

For people detection, using the proposed method we selected 29 of the initial set of 1,326 wavelet coefficients. We then trained an SVM using only the 29 selected features and compared the performance of the machine with that of an SVM trained on 29 coefficients selected using a manual method as described in [23]. We show the results in Figure 8 (bottom plot).

We also tested the same method for face detection. We selected 30 of the initial 1,740 wavelet coefficients, and we compared the performance of an SVM trained using only these 30 features, with the performance of a SVM that uses 30 randomly selected features out of the initial 1,740. We also show the performance of the system when 500 of the wavelets were chosen. Notice that using the proposed method we can select about a third (500) of the original input dimensions without significantly decreasing the performance of the system. The result is also shown in Figure 8 (top plot). Finally for the eigenvector representation, we also tested the system using few principal components (so we did not use our feature selection method for this case). The results are also shown in Figure 8 (middle plot).

From all the experiments shown in Figure 8 we can make two main obser-
vations: first notice that our feature selection method performs significantly better than manual feature selection in the case of pedestrian detection, and also significantly better than random feature selection in the case of face detection. This is an indication that our method is performing experimentally well. The second interesting observation is that in general SVM are not sensitive to large numbers of input dimensions. In fact in all cases, when using all input dimensions (all wavelets or all eigenvectors) the system performed better (or about the same) than when using few of the input features. Our experimental finding indicates that SVM work well even when the input data are high-dimensional, by automatically dealing with irrelevant features. Of course, as discussed above, for multimedia databases it is often important to find compact representations for computational purposes, so to that end our feature selection method can be used without significantly degrading the performance of multimedia analysis systems.

5 Features from probabilistic models

In this section we take a different approach to the problem of finding image representations. Consider a specific class of images (e.g. faces or people) and
assume that they are sampled according to a generative probabilistic model

\[ P(\mathbf{x}|\beta) \], where \( \beta \) indicates a set of parameters. As an example consider a

Gaussian distribution:

\[
P(\mathbf{x}|\beta) = \frac{1}{2\pi^d |\Sigma|^\frac{1}{2}} \exp \left\{ -\frac{1}{2}(\mathbf{x} - \mathbf{x}_0)^\top \Sigma^{-1}(\mathbf{x} - \mathbf{x}_0) \right\}
\]  

(4)

where the parameters \( \beta \) are the average image \( \mathbf{x}_0 \) and the covariance \( \Sigma \).

Recent work [22] shows how the assumption of a specific probabilistic

model of the form (4) suggests a choice of the kernel – and therefore of the

“features” – to be used in order to reconstruct, through the SVM regression

algorithm, images of faces and people. The relevant features are the prin-

cipal components \( \mathbf{u}_n \) of the set of examples (i.e. faces or people) scaled by

the corresponding eigenvalues \( \lambda_n \). However, [22] left open the question of

what features to choose in order to do classification as opposed to regression,

that to discriminate faces (or people) from non-faces (non-people), once the

probabilistic model is decided.

Very recently a general approach to the problem of constructing features

for classification based on a probabilistic models describing the training ex-

amples has been suggested [12]. The choice of the features was made implic-
itly through the choice of the kernel to be used for a kernel classifier. In [12] a probabilistic model for both the classes to be discriminated was assumed, and the results were also used when a model of only one class was available - which is the case we have.

Let us denote with \( L(x|\beta) \) the log of the probability function and define the Fisher information matrix

\[
I = \int dx P(x|\beta) \partial_i L(x|\beta) \partial_j L(x|\beta),
\]

where \( \partial_i \) indicates the derivative with respect to the parameter \( \beta_i \). A natural set of features, \( \phi_i \), is found by taking the gradient of \( L \) with respect to the set of parameters,

\[
\phi_i(x) = I^{-\frac{1}{2}} \frac{\partial L(x|\beta))}{\partial \beta}.
\]

These features were theoretical motivated in [12]. The basic idea is that, when \( P(x|\beta) \) is an exponential family, the gradient of the likelihood function \( L \) above w.r.t. the model parameters essentially contains a sufficient statistics for the example \( x \). Thus, such features captures all the information contained in the model for classification. In [12] is also shown that the features in (5) or,
equivalently, the kernel in Equation 6 below, lead to kernel classifiers which are asymptotically as least as discriminative as the Bayes classifier based on the given generative model.

We have assumed the generative model (4) and rewritten it with respect to the average image $x_0$ and the eigenvalues $\lambda_n$ and obtain the set of features according to Equation (5). For simplicity the principal components were kept fixed in the model. The features obtained in this way were then used as a new input representation in our learning system. The resulting kernel obtained by taking the dot product between the features (dot product for the implicitly chosen representation) of a pair of images $x_i$ and $x_j$ is:

$$K(x_i, x_j) = \sum_{n=1}^{N} \left[ -\lambda_n^{-1} (c_n(x_i) - c_n(x_j))^2 + \lambda_n^2 c_n(x_i) c_n(x_j) \right],$$  

(6)

where $c_n(x) = (x - x_0)^\top u_n$ and $N$ is the total number of eigenvectors (principal components) used. The parameters $x_0, u_n, \lambda_n$ were estimated using the training examples of faces (or people). Note that we used the training data multiple times: once for estimating the parameters of the probabilistic model (4), and once to train an SVM classifier.

Notice also that the new features are a non-linear transformation of the
pixel representation and the eigenvalues appear in the denominator of each term in the kernel. This is not surprising as the smaller principal components may be important for discrimination; for example, in the problem of face recognition we expect that to discriminate between two faces, we can get more benefit by looking at small details in the image which may not be captured by the larger principal components. Similarly, in the problem of face detection, the non-image class is expected to have the same energy on each principal component, so the small principal components may still be useful for classification. On the other hand, when the goal is to reconstruct or de-noise the in-class images, we deal with a regression-type problem; in such a case the top principal components capture the most important coefficients for reconstructing the images and only few of them need to be considered.

Equation (6) indicates that only a limited number of principal components can be used in practice because small $\lambda_n$ create numerical instabilities in the learning algorithm. We performed several experiments by changing the number of principal components used in the model (see Figure 9) and compared the results with the image representations discussed in Section 3. We notice that the proposed representation performs slightly better than the other ones (when 100 principal components were used), but not signif-
icantly better. It may be the case that features from other (more realistic) probabilistic models lead to better systems.

6 Conclusions

In this paper we have explored the important multimedia information systems issue of choosing “good” representations for multimedia data. We focused on image data, and on a particular data processing task, namely that of detecting objects in images for example for the purpose of searching in an intelligent multimedia database.

The possible multimedia representations are of course endless. In this paper we have presented a number of experiments for face and people detection with different image representations and kernels, from the standard pixel based ones to more advanced new ones, using SVM as the central machine learning method. Our experiments indicate that the representation chosen depends, as expected, on the type of images analyzed. We showed for example that for images of pedestrians the use of Haar wavelets lead to significantly better analysis performance that the use of pixels or principal components, while for images of faces all these three representations lead to
similar results. We also presented a method for choosing features that can be used for finding compact multimedia representations without significant degradation of the performance of the data analysis systems. Finally we explored new directions for finding image/multimedia representations, namely through the use of features generated from probabilistic models of images, and conjectured a framework for choosing representations that can lead to better multimedia analysis systems that we developed through the study of the effects of histogram equalization.
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Figure 1: *Top row:* examples of images of faces in the training database. The images are 19x19 pixels in size. *Bottom row:* examples of images of people in the training database. The images are 128x64 pixels in size.
Figure 2: Separating hyperplane and optimal separating hyperplane. Both solid lines in (a) and (b) separate the two identical sets of open circles and triangles, but the solid line in (b) leaves the closest points (the filled circles and triangle) at the maximum distance. The dashed lines in (b) identify the margin.
Figure 3: The 3 types of 2-dimensional non-standard Haar wavelets; (a) "vertical", (b) "horizontal", (c) "diagonal".
Figure 4: ROC curves for face (top) and people (bottom) detection: solid lines are for the wavelet representation, dashed lines for pixel representation, and dotted line for eigenvector representation (all 361 eigenvectors).
Figure 5: The kernel originating from Haar wavelet basis (see text) in a 1-d case. The figure shows two different views of the surface.
Figure 6: An original image of a face on the left. The same image after histogram equalization on the right.
Figure 7: ROC curves for face (top) and people (bottom) detection after histogram equalization: solid lines are for the wavelet representation, dashed lines for the pixel representation, and dotted line for the eigenvector representation. We also show the ROC curve for the wavelet representation without histogram equalization (like in Figure 4); this is the bottom thick solid line. For people, the bottom thick dashed line shows the performance of pixels without H.E..
Figure 8: *Top figure:* solid line is face detection with all 1,740 wavelets, dashed line is with 30 wavelets chosen using the proposed method, and dotted line is with 30 randomly chosen wavelets. The line with ×’s is with 500 wavelets, and the line with ◦’s is with 120 wavelets, both chosen using the method based on Equation (3). *Middle figure:* solid line is face detection with all eigenvectors, dashed line is with the 40 principal components, and dotted line is with the 15 principal components. *Bottom figure:* solid line is people detection using all 1,326 wavelets, dashed line is with the 29 wavelets chosen by the method based on Equation 3, and dotted line is with the 29 wavelets chosen in [23]
Figure 9: Face experiments: Solid line indicates the probabilistic features using 100 principal components, dashed line is for 30 principal components, and dotted for 15. We also show the ROC curves with all wavelets (line with circles) for comparison. Histogram equalization was performed on the images.