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Introduction

When learning to recognize a novel body shape, e.g., a panda bear, we 
are not misled by changes in its pose. A "jumping panda bear" is readily 
recognized, despite having no prior visual experience with the conjunc-
tion of these concepts. Likewise, a novel pose can be estimated in an in-
variant way, with respect to the actor's body shape. These body and pose 
recognition tasks require invariance to non-generic transformations 
(Leibo et al. 2011) that previous models of the ventral stream do not 
have. We show that including biologically-plausible, class-specific mecha-
nisms associating previously viewed actors in a range of poses enables a 
hierarchical model of object recognition to account for this human capa-
bility. These associations could be acquired in an unsupervised manner 
from past experience.
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We used 3D graphics software (Blender, DAZ 3D Studio) to generate images of 
human bodies in various poses. We generated 40 bodies, each one had distinct 
body features such as male/femaleness, fatness, muscularity, and limb proportion. 

We rendered each of the 40 bodies in 32 di�erent poses. Each pose was de�ned as 
a speci�c body con�guration viewed from certain angle. All the poses were natural 
and frequently appearing in natural vision e.g.,  waving, running, leaning, and 
clinging. With 40 bodies and 32 poses, there were 1280 total images.

For all simulations, we resampled training and test sets 10 times. The reported results are the 
means and standard deviations across these cross-validation splits. Each test set contained 10 
objects. We showed that simple methods (e.g., HMAX's C1 layer) are su�cient to achieve good 
pose-recognition (at least, in our simpli�ed setting).  However, on the pose-invariant 
body-recognition task, the HMAX models we tested perform almost at chance. The addition of our 
class-speci�c mechanism signi�cantly improves performance on this di�cult task.

We previously conjectured that modularity in the ventral stream arises because of the need to 
discount class-speci�c transformations (Leibo et al. 2011). On this poster we showed that the task 
of pose-invariant body-recognition is not accounted for by standard models of the ventral stream, 
and that the addition of cells that pool over pose transformations makes the task relatively easy. 
This observation suggests that the underlying computational reason that the brain separates the 
processing of images of bodies from the processing of other images is the need to recognize speci�c 
people invariantly to their pose (cf. Poggio 2011, Downing et al. 2001).

We tested a hierarchical model of object recognition (modi�ed from Serre et al. 
2007) as well as class-speci�c variants, which pool over pose or body 
transformations. We recently described a model that pools over 3D rotations of 
familiar faces (Leibo et al. 2011) that works analogously to the models in this 
study.

S cells in the HMAX model compute the normalized dot product (or a Gaussian 
radial basis function) with their input and a stored template. C cells pool over 
speci�c sets of S cells, such as all the S cells tuned to the same body under 
di�erent poses. The �nal output of the model---the signature----can be regarded 
as a vector of similarities of the input image to the templates. If the testing ob-
jects transform similarly to the training objects, then the signature will be 
approximately invariant to those transformations.

Three class-speci�c models were built based on the raw pixel values of the input 
image, the HMAX C1 vector (modeling complex cells in primary visual cortex), 
and the HMAX C2 vector (modeling later visual areas, e.g., V4 or IT).

We modeled a same-di�erent psychophysical test of initial invariance. A 
nearest-neighbor classi�er ranked the similarity of the signatures of a reference 
image to the signatures of all the images in a testing set containing both the ref-
erence object under various transformations, and distractor objects under the 
same transformations. None of the images used in the testing phase ever appear 
in the training phase.  The pose-invariant body-recognition task required the 
classi�er to rank images of the same body as most similar to one another despite 
variation in its pose. The body-invariant pose-recognition task required the clas-
si�er to rank images of the same pose as most similar to one another despite 
variation in the body.
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